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Abstract. This work investigates user attitudes towards personalized
summaries generated from a coarse-grained user model based on doc-
ument aspects. We explore user preferences for summaries at differing
degrees of fit with their stated interests, the impact of length on user
ratings, and the faithfulness of personalized and general summaries.

1 Introduction

Exponential growth in information availability has increased the need for intelli-
gent filtering and efficient presentation methods. Personalized summarization [1]
presents users with document extracts that are of interest to them, as defined by
a user model [2] (c.f. general summarization, which is oblivious to user interests).

This research is novel in evaluating user attitudes towards personalized sum-
marization of aspect-based documents, i.e., documents that can be partitioned
into mutually-exclusive sub-documents that relate to different subject areas. In
contrast, past research on personalized summarization has relied on an intrinsic
representation of user interests via keywords or document categories [1].

Our results show that: (1) users prefer personalized summaries which ac-
curately reflect their interests, supporting the findings of [1]; (2) users have a
preferred summary length, and disprefer over-long or over-short summaries; and
(3) users perceive the faithfulness to the original document of personalized and
general summaries to be roughly equivalent.

2 Data Representation and Personalized Summarization

The domain for this research is natural science, to fit in with the scope of the
Kubadji project (http://www.kubadji.org), which is focused on personaliza-
tion in museums. For example, consider the following document d about blue
whales, extracted and pre-processed from a longer Wikipedia article into coher-
ent logical aspects as follows.

d1

The blue whale is a marine mammal belonging to the family of baleen whales. This
family also includes the Humpback, Fin, and Minke Whales. Due to its yellow un-
derparts, the blue whale is often called the sulphur-bottom.
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d2

Blue whales are believed to be the largest animals to have ever lived. They reach 33
meters in length and 200 tonnes in weight. When breathing, they emit a spectacular
vertical column blow of up to 12 meters.

d3

The London Natural History Museum contains a life-size model of a blue whale.
Living whales may be encountered in Saint Lawrence Gulf. It was represented as
symbol of size and strength in the movie Doctor Dolittle.

Each of the sub-documents d1, d2, d3 represents a different aspect or subject
area, viz biological taxonomy, physical dimensions and popular culture, respectively.
Assuming a relatively homogeneous document collection (as is the case with
curated data) and a coarse-grained set of aspects, we can expect to be able to
partition other documents about marine animals according to a single set of
aspects (we considered the above three aspects, plus reproduction and life and
threats and dangers).

The same set of aspects was also used as the basis of a content-based user
model [3], where a user’s interests are represented by a vector of domain aspects.
Our representation was based on the following 4-point scale of interest in aspects:
0=no interest, 1=low, 2=moderate, and 3=high. For example, a user with mod-
erate interest in biological taxonomy, high interest in physical dimensions and low
interest in popular culture would be represented by UM = {LIi} = {2, 3, 1},
where LIi denotes the level of interest in aspect i.

The aspect-based representation of the user models facilitates the generation
of personalized summaries, where the amount of text for a given aspect is pro-
portional to the user’s interest in it. For our experiments, we prepared a ranked
list of n sentences for each aspect i, and included in the summary the first m
sentences for a given aspect, where m

n is proportional to LIi. For example, a
personalized summary of d based on the above model UM = {2, 3, 1} is:

The blue whale is a marine mammal belonging to the family of baleen whales. This
family also includes the Humpback, Fin, and Minke Whales.
Blue whales are believed to be the largest animals to have ever lived. They reach 33
meters in length and 200 tonnes in weight. When breathing, they emit a spectacular
vertical column blow of up to 12 meters.
The London Natural History Museum contains a life-size model of a blue whale.

3 User Study

We conducted three experiments to assess different aspects of users’ attitudes
towards personalized document summarization.

Experiment 1 evaluated whether the personalization of summaries has the
desired effect, i.e., whether personalized summaries adjusted to actual user in-
terests are preferable to those adjusted to other interests. Four summaries were
composed for each of four documents, each of which contained the above men-
tioned five aspects. Each summary was adjusted to one of 16 pre-determined
pseudo-models UMps. These pseudo-models were derived using fractional fac-
torial design [4], such that they uniformly cover the search space of possible
pseudo-models (45 states). A total of 19 users provided a rating eval (from 1=bad
to 5=good) for each of the 16 summaries. After rating the 16 summaries, the
users were asked to explicitly provide ratings for their interest in each of the five
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Table 1. Average user evaluation at differing levels of user model fit
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eval 2.29 2.59 2.63 2.77 2.85 3.11

aspects. This was taken to be the real user model UMr, acknowledging that a
user’s self-perception may differ from actuality.

Given the user model UMr and each pseudo-model UMps, we calculated their
similarity sim(UMr,UMps) using Pearson’s Correlation. This allows us to mea-
sure the relative fit between the two models, and hence analyze the correlation
between the rating eval of the summaries and the faithfulness of the personal-
ization to the actual user interests. In this analysis, we discretized the similarity
values into six equal-width bins over the range of the Pearson Correlation Coef-
ficient [−1, 1], and calculated the average user rating eval in each bin.

Table 1 shows the average user rating (eval) at each level of fit between the
pseudo-model and the real user model (sim(UMr,UMps)).1 The ratings of per-
sonalized summaries increase monotonically as the level of fit increases. This
demonstrates that, as expected, users preferred summaries matching their actual
interests. This finding was separately validated via a linear regression analysis
of the ratings at the different levels of Pearson’s Correlation (without discretiza-
tion), which returned a right-increasing function.

Experiment 2 assessed the impact of compression on the ratings given by users.
This experiment was conducted after the first experiment, i.e., after eliciting the
real user model UMr. We generated three personalized summaries at different
compression levels: (1) an original-length summary adjusted to UMr = {LIi},
(2) a lengthened summary adjusted to UMl = {αLIi}, and (3) a shortened
summary adjusted to UMs = {(1/α)LIi}; α was set to 1.5.

19 users were shown three randomly-ordered summaries (at the three levels
of compression) for each of two previously unseen documents, and were asked
to rate each summary. We obtained a total of 114 ratings — 38 for each type of
summary. The average rating eval was 3.32 for the original length, 2.95 for the
lengthened, and 2.37 for the shortened summaries (all differences statistically
significant: p = 2.0 × 10−2 for lengthened and p = 9.3 × 10−7 for shortened).
This shows that users disliked personalized summaries that were too long or too
short, although they were less averse to overly-long summaries.2

Experiment 3 evaluated the perceived faithfulness of the personalized sum-
maries to the original documents. We generated two summaries: (1) a personal-
ized summary adjusted to UMr — the user model elicited in the first experiment;
and (2) a general summary adjusted to a model with equal interest levels in all
aspects.
1 These results do not include the ratings for 4 users with a uniform user model UMr,

due to a divide-by-zero error for Pearson’s correlation.
2 Noting that users were primed for summary length in the first experiment, where

the average summary length was 12.5 sentences.
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19 users were shown two original (previously unseen) documents, and a general
and personalised summary for each. They were asked to rate the faithfulness rel
of the summaries to the original document (1 ≤ rel ≤ 5). We obtained a total
of 76 ratings — 38 for each type of summary. The average faithfulness rel was
3.11 for the personalized and 3.21 for the general summaries.3 Although the
faithfulness of the general summaries was slightly higher, the results were not
statistically significant, i.e., the two types of summaries are comparable in terms
of faithfulness to the original document.

4 Conclusions and Future Research

We have conducted three studies to evaluate users’ attitudes towards aspect-
based, personalized document summaries. The results of our studies show that
the better the fit between the real user model and the user model on which
a summary is based, the higher the user’s rating for this summary; and that
there is a preferred length for personalized summaries. Evaluating the perceived
faithfulness of a summary to the original document did not show a significant
difference between personalized and general summaries. This leads to the con-
clusion that personalized summaries are both appropriate and liked by users.

This conclusion motivates further research in the Kubadji project, where we
intend to harness user models of museum visitors [5] to dynamically generate
personalized exhibit summaries.
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