
  

 

Abstract—Feature extraction from ECG-derived heart rate 

variability signal has shown to be useful in classifying sleep 

apnea. In earlier works, time-domain features, frequency-

domain features, and a combination of the two have been used 

with classifiers such as logistic regression and support vector 

machines. However, more recently, deep learning techniques 

have outperformed these conventional feature engineering and 

classification techniques in various applications. This work 

explores the use of convolutional neural networks (CNN) for 

detecting sleep apnea segments. CNN is an image classification 

technique that has shown robust performance in various signal 

classification applications. In this work, we use it to classify 

one-dimensional heart rate variability signal, thereby utilizing 

a one-dimensional CNN (1-D CNN). The proposed technique 

resizes the raw heart rate variability data to a common 

dimension using cubic interpolation and uses it as a direct input 

to the 1-D CNN, without the need for feature extraction and 

selection. The performance of the method is evaluated on a 

dataset of 70 overnight ECG recordings, with 35 recordings 

used for training the model and 35 for testing. The proposed 

method achieves an accuracy of 88.23% (AUC=0.9453) in 

detecting sleep apnea epochs, outperforming several baseline 

techniques. 

I. INTRODUCTION 

Sleep apnea is a sleep disorder that occurs when breathing 
is interrupted during sleep. There are three main types of 
sleep apnea: obstructive sleep apnea (OSA), central sleep 
apnea (CSA), and mixed sleep apnea. OSA is the most 
common type sleep apnea and is characterized by partial 
(hypopnea) or full (apnea) obstruction of the upper airways 
during sleep which limits airflow to the lungs.  

The apnea-hypopnea index (AHI), calculated as the 
number of apnea and hypopnea events per hour of sleep, is 
used to indicate the severity of sleep apnea. It is estimated 
that among 30-70 year old adults, 13% of men and 6% of 
women have moderate to severe sleep-disordered breathing 
(AHI ≥ 15) and 14% of men and 5% of women have AHI ≥ 5 
with symptoms of daytime sleepiness [1]. In a study of 223 
adults suspected of sleep-related breathing disorder, OSA 
was prevalent in 84% of the subjects [2]. 

Treatment of sleep apnea can reverse symptoms such as 
daytime sleepiness, improve cognitive performance and 
quality of life [3], and reduce cardiovascular risk [4]. 
Polysomnography is a type of sleep study used as a 
diagnostic tool to determine sleep disorders. This multi-
parametric test is normally performed overnight and provides 
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recordings of various physiological changes, such as brain 
activity, eye movement, heart rhythm (ECG), muscle activity, 
respiratory effort, nasal pressure, and blood oxygen 
saturation levels, during sleep. The multiple hours of 
polysomnography data are then analyzed subjectively to 
indicate the presence or absence of OSA.  

The occurrence of apnea and hypopnea events leads to 
heart rate variations. The heart rate decreases during apnea 
and increases during recovery [5]. This characteristic 
behavior, heart rate variability (HRV), has been used to 
objectively detect apnea events using signal processing and 
machine learning techniques, such as in [6-8]. 

Techniques for HRV based apnea classification could be 
divided into time- and frequency-domain analyses of the 
HRV with frequency domain techniques generally producing 
better results [6]. Various classification methods have been 
utilized in literature with support vector machines (SVM) 
seen to be popular [7, 8]. In addition, feature combination is a 
commonly used technique for improving the classification 
performance. The most common technique for this is to 
concatenate multiple feature vectors into a single combined 
feature vector.  

However, more recently, deep learning techniques have 
shown to outperform these complex feature extraction and 
selection methods in various tasks. This work explores the 
use of one such deep learning method, convolutional neural 
networks (CNN), for detecting apnea and non-apnea events. 
CNN has produced encouraging results in image 
classification tasks and has been increasingly applied in 
various signal classification applications. In this work, CNN 
is used for classification of the HRV signal computed from a 
single-lead ECG signal. In particular, it is proposed to resize 
the unevenly sampled one-dimensional HRV data to a 
common dimension using cubic interpolation and feed it 
directly into a one-dimensional CNN (1-D CNN), without 
any time- and/or frequency-domain feature extraction and 
without the need for feature selection. 

Various techniques have been proposed for apnea 
detection using heart rate variability. However, it is difficult 
to directly compare the performance of these techniques 
unless the experimental setup is identical. For this reason, our 
paper utilizes the default preprocessing techniques applied to 
a publicly available dataset used in this work. The baseline 
techniques are then implemented using the same 
experimental setup for valid comparison. The performance of 
the proposed technique is evaluated against previously used 
time domain features, frequency domain features, a combined 
feature set, and logistic regression model (LRM) and SVM 
classifiers. The proposed method is seen to outperform these 
baseline methods in detecting apnea and non-apnea segments. 
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Figure 1.  Overview of the proposed method. 

 

The rest of this paper is organized as follows. Section II 
describes the dataset used in this work and overviews the 
proposed and baseline methods. The results are presented in 
Section III and discussions and conclusions are given in 
Section IV. 

II. METHOD 

A. Dataset 

The dataset used in this work contains 70 overnight ECG 
recordings sampled at 100 Hz which vary in duration from 
401 minutes to 578 minutes [9, 10]. Each 60 second epoch is 
annotated by human experts as having or not having apnea 
based on simultaneously recorded respiration and other 
related signals. The dataset is divided into a training set of 35 
subjects and a test set of 35 subjects. The age of the subjects 
in both the training and test dataset varies from 27 to 63 
years. There are 30 male subjects in the training dataset and 
27 male subjects in the test dataset. 

The recordings in this dataset are grouped into three 
classes. Class A (apnea) contains at least one hour with an 
AHI ≥ 10 and at least 100 minutes of apnea during the 
recording. Class B (borderline) contains at least one hour 
with AHI ≥ 5 and between 5 and 99 minutes with apnea 
during the recording. Class C (control) contains fewer than 5 
minutes with apnea during the recording. 

B. Proposed Method 

An overview of the proposed ECG based apnea 
classification algorithm is shown in Fig. 1 and discussed in 
more detail in the following subsections. 

Signal Processing 

Preprocessed ECG signals, obtained from [10], were used 
in this work. Utilizing data from adjacent epochs in 
predicting the label of the current epoch has shown to be 
useful [11]. In this work, HRV computation for the ith epoch 
included the ECG signal data from the ith epoch and two 
immediately preceding and following epochs but the final 
class label was for the ith epoch only, as depicted in Fig. 2.  

The QRS complex detection algorithm which is used to 
compute the R-R interval is based on the algorithm described 
in [12]. All 5 minute segments with artifacts were removed 
from the study. As a result, the training dataset contains 
16,817 epochs and the test dataset - 16,996 epochs. The R-R 
interval varies, depending on the heart rate. This means HRV 
is an unevenly sampled data and the number of R-R intervals 
in each 5-minute segment is different. Since CNN requires a 
fixed size input data, the HRV data was resized to a 
dimension of 256 using cubic interpolation [13]. This resized 
data of size 256×1 forms the input layer of the 1-D CNN. 

 

Figure 2.  Overview of epoch combination for classifying the ith 

epoch; xi represents the ECG signal in the ith epoch and yi is the class 
label (apnea/non-apnea) of the ith epoch. 

 

1-D Convolutional Neural Network (1-D CNN) 

The layout of the CNN, shown in Fig. 1, was determined 
by several considerations and offline experiments. The HRV 
was computed from the single-lead ECG signal and resized to 
a dimension of 256 using cubic interpolation. The resulting 1-
D vector or 1-D image-like representation forms the input 
layer of the CNN. The CNN model was trained using 
adaptive moment estimation [14]. The network consists of 
three convolution layers, each including a rectified linear unit 
(ReLU) [15] followed by a max pooling layer [16]. The filter 
size of all the convolution layers was 10×1 and stride 1×1. 
The number of filters in each layer was set to 64, 128, and 
256, respectively. Similarly, the max pooling layer size was 
2×1 and stride 2×1. This was followed by two fully 
connected layers of size 256 (followed by ReLU) and 2, 
respectively, a softmax layer [17], and an output layer. 

The settings for other parameters were as follows: initial 
learn rate = 0.005, learn rate schedule = piecewise, learn rate 
drop factor = 0.6, learn rate drop period = 5, L2 
regularization = 0.2, mini batch size = 1/10 of training data, 
data shuffle = every-epoch, and max epochs = 50. The 
parameters were optimized based on the training 
performance. The training stopped after the maximum 
number of epochs was reached. 

C. Baseline Methods 

Various time- and frequency- domain features are 
considered as baseline feature sets in this work. These are 
summarized in Tables I and II, respectively. All features were 
computed over 5 minute intervals.  

The spectral energy was computed from the Lomb-
Scargle periodogram [18]. Lomb-Scargle periodogram has 
shown to better estimate the power spectral density (PSD) of 
unevenly sampled data, such as HRV, then fast Fourier 
transform  (FFT)  based  methods  [19].  The Lomb-Scargle 
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TABLE I.  SUMMARY OF TIME-DOMAIN FEATURES [20, 21] 

Feature Description 

AVNN Mean of RR intervals 

SDNN Standard deviation of RR intervals 

SKNN Skewness of RR intervals 

KUNN Kurtosis of RR intervals 

RMSSD Root mean square of successive RR interval differences 

SDSD 
Standard deviation of successive RR interval 
differences 

NN50 
Number of pairs of successive RRs that differ by more 

than 50ms 

pNN50 Fraction of RR intervals that differ by more than 50ms 

NN20 
Number of pairs of successive RRs that differ by more 

than 20ms 

pNN20 Fraction of RR intervals that differ by more than 20ms 

TABLE II.  SUMMARY OF FREQUENCY-DOMAIN FEATURES [20, 21] 

Feature Description 

ULF Ultra low frequency (0.0001Hz ≥ ULF < 0.003Hz) 

VLF Very low frequency (0.003Hz ≥ VLF<0.04Hz) 

LF Low frequency (0.04Hz ≥ LF<0.15Hz) 

HF High frequency (0.15Hz ≥ HF<0.4Hz) 

LF/HF Ratio of LF and HF 

 

periodogram was computed from the R-R intervals. A 1024 
point periodogram was computed over 5 epochs (5 minute 
intervals), as depicted in Fig. 2, up to a frequency of 0.5 Hz 
from which the frequency domain features, four subband 
energies and subband energy ratio given in Table II, were 
computed.  

The baseline classifiers used in this work are LRM and 
SVM with radial basis function (RBF) kernel. 

D. Performance Evaluation 

The performance of the proposed and baseline techniques 
is evaluated on the task of apnea and non-apnea epoch 
classification on the test dataset. The following metrics are 
used: accuracy, sensitivity, specificity, and area under the 
ROC curve (AUC). 

III. RESULTS 

The results for apnea and non-apnea epoch classification 
using the baseline and proposed methods are given in Table 
III. The classifier in each case was trained using the 35 
training recordings. The results in Table III are for the 
predictions of the 35 test recordings. The optimal cut-off 
point on the ROC curve was determined as the point of 
maximum accuracy. 

The results for the baseline features, time and frequency 
domain features as defined in Tables I and II, respectively, 
are given using LRM and SVM classification methods. The 
SVM results for both the baseline feature sets are better than 
LRM. Interestingly, with an accuracy of 78.15%, sensitivity 
of 66.02%, and specificity of 85.67%, the best baseline  
  

TABLE III.  RESULTS FOR APNEA AND NON-APNEA EPOCH 

CLASSIFICATION USING BASELINE AND PROPOSED TECHNIQUES 

Feature Set 
Feature 
Dim. 

Classifier 
Acc. 
(%) 

Sens. 
(%) 

Spec. 
(%) 

Time-domain 
features (Table I) 

10 LRM 70.00 58.53 77.11 

10 SVM 78.15 66.02 85.67 

Frequency-domain 

features (Table II) 

5 LRM 73.20 61.10 80.70 

5 SVM 74.56 52.05 88.50 

Combined features 

(time + frequency) 

15 LRM 75.19 63.31 82.54 

15 SVM 80.91 72.33 86.23 

HRV  

(R-R Intervals) 
256 CNN 88.23 82.74 91.62 

 

results using a single feature set are achieved using time-
domain features. The combination of time and frequency 
domain features is seen to further improve the classification 
performance for both the LRM and SVM classifiers. With an 
accuracy of 80.91%, sensitivity of 72.33%, and specificity of 
86.23%, the best overall results are achieved using SVM. 

However, with an accuracy of 88.23%, sensitivity of 
82.74%, and specificity of 91.62%, the results using the 
proposed interpolated HRV and 1-D CNN are the highest. 
This technique does not utilize any feature combination and 
is seen to derive meaningful characteristics from the HRV 
signal without the need for feature engineering.  

The ROC curve using the baseline and proposed methods 
are given in Fig. 3. AUC of 0.8673 is achieved for the best 
baseline technique, a combination of time and frequency 
domain features with SVM. The AUC increases to 0.9453 for 
the proposed interpolated HRV and 1-D CNN approach, 
which again shows the superiority of the proposed technique 
over the baseline methods. In addition, using the proposed 
method, we achieved an accuracy of 97.14%, sensitivity of 
100%, and specificity of 93.33% in predicting apnea subjects 
(recordings) from the rest combined as per the criteria 
described in Section II-A. 

IV. DISCUSSION AND CONCLUSION 

This work proposes the use of interpolated ECG derived 
HRV as a direct input to a 1-D CNN for detecting sleep 
apnea epochs. With an accuracy of 88.23%, sensitivity of 
82.74%, and specificity of 91.62%, the proposed method is 
seen to perform better than previously used time and 
frequency domain features and LRM and SVM classifiers.  

Furthermore, in Table IV we compare our results against 
earlier studies which utilized the same dataset. Our method is 
seen to produce slightly better classification performance 
which strengthens its advantages. It should be noted, 
however, that the experimental setup of prior works may be 
slightly different from ours, such as different signal filtering 
and QRS detection techniques and different number of 
epochs. In [22, 23], conventional feature extraction, feature 
selection, and classification strategies have been utilized 
which produce lower accuracy than our approach. The closest 
method to our work is [11] but it utilizes a much larger CNN 
input, 900×2, and a two-dimensional (2-D) CNN, while still 
demonstrating slightly lower accuracy. 
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Figure 3.  ROC curve for apnea and non-apnea epoch classification 

using baseline and proposed techniques. 
 

TABLE IV.  SUMMARY OF RESULTS FROM SOME OTHER STUDIES 

UTILIZING THE SAME DATASET 

Reference Method 
Acc. 

(%) 

Sens. 

(%) 

Spec. 

(%) 

Varon et al. 

2015 [22] 

Feature extraction, feature 

selection, LS-SVM 
84.74 84.71 84.69 

Song et al. 

2016 [23] 

Feature extraction, feature 

selection, HMM+SVM 
84.50 74.00 90.80 

Wang et al. 

2019 [11] 

RR intervals + Amplitude 

(900×2) + CNN 
87.60 83.10 90.30 

This work 
RR intervals (256×1) + 1-D 

CNN 
88.23 82.74 91.62 

 

The training dataset used in this work has only 35 
subjects of which only 5 are female. Also, 20 subjects in the 
training dataset have apnea and only 10 are normal. 
Considering sleep apnea affects millions of people 
worldwide, a small imbalanced dataset may not produce 
generalizable models. Also, our method utilizes default 
preprocessing techniques as available in the dataset [10]. 

 In the future, we plan to train and evaluate the proposed 
method on a larger dataset with more balanced gender and 
class representations. In addition, we plan to employ 
improved signal processing techniques, such as using an 
improved QRS complex detection algorithm and further 
preprocessing to remove artifacts, as shown to be useful in 
[24].  
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