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A transaction-based recommender system (TBRS) aims to predict the next item by
modeling dependencies in transactional data. Generally, two kinds of dependencies
considered are intra-transaction dependence and inter-transaction dependence.
Most existing TBRSs recommend next item by only modeling the intra-transaction
dependence within the current transaction while ignoring inter-transaction
dependence with recent transactions that may also affect the next item. However,
as not all recent transactions are relevant to the current and next items, the
relevant ones should be identified and prioritized. In this article, we propose a novel
hierarchical attentive transaction embedding (HATE) model to tackle these issues.
Specifically, a two-level attention mechanism integrates both item embedding and
transaction embedding to build an attentive context representation that
incorporates both intra- and inter-transaction dependencies. With the learned
context representation, HATE then recommends the next item. Experimental
evaluations on two real-world transaction datasets show that HATE significantly
outperforms the state-of-the-art methods in terms of recommendation accuracy.

Given a transactional context, which consists of
a set of recent transactions together with sev-
eral existing items in the current transaction,

a transaction-based recommender system (TBRS)
aims to predict the next item that a user is likely to
choose. It is usually formalized as a transaction-based
next-item recommendation problem. The set of recent
transactions is treated as the inter-transaction con-
text while the already-chosen items in the current
transaction form the intra-transaction context. Gener-
ally speaking, the main challenge of next-item

recommendations is to comprehensively capture the
complex coupling relationships and interactions1

embedded in the transactional data. In this article, we
focus on dependence, which can be categorized into
the intra-transaction dependence between the intra-
transaction context and the target items and the
inter-transaction dependence between the inter-
transaction context and the current transaction.

In the transactional data example shown in
Figure 1, a user has two recent transactions t1 and t2
and the current transaction t3. We consider item milk

from t3 as the target to recommend and all other prior
transaction information as the corresponding context.
Existing transaction-based next-item recommender
systems (RSs) may suggest salad by only considering
the intra-transaction items apple and orange in t3,
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which may not be accurate as salad was just bought in
t2. Moreover, from the intra-transaction perspective,
the choice of milk may depend much more on bread

than on apple and orange. In such a case, a TBRS
should be able to pay more attention to bread when
modeling intra-transaction dependence. From the
inter-transaction perspective, milk may also be influ-
enced by cake and egg bought in t1 but less related to
t2. This indicates that a good TBRS should not only
take t1 and t2 into account but also concentrate much
more on t1. This example shows the importance of
inter-transaction dependence and the significance of
discriminating the contribution scales of different
items and transactions according to their relevance to
the next chosen item.

Different approaches have been proposed to
model the transaction dependencies for next-item
recommendations. Pattern-based RSs predict the
next item by using mined frequent patterns. Although
easy to implement, the “support” constraint filters out
many infrequent but interesting items and thus lead
to information loss. Markov chain (MC) is an alterna-
tive way, but it only captures the first-order depen-
dence between items.2 To capture higher order
dependence in sequential data, recurrent neural net-
works (RNN) have been successfully applied.3 But the
high computational cost caused by their complex
structure prevents application to large data. More-
over, both MC and RNN assume a rigid order of items
and thus the next choice is assumed to depend more
on the recent items. Therefore, those truly relevant
contextual items may not be paid enough attention
to. To address such issues, researchers have incorpo-
rated the attention mechanism into RNN4 or embed-
ding model.5 However, all these approaches only
capture intra-transaction dependence while ignoring
the rich inter-transaction one, which may impact the
next item, especially for periodic transactions.

Although a variety of efforts have been made to incor-
porate the cross-transaction dependence with a hier-
archical network structure, they either partly ignored
the inter-transaction transition relations by simply
merging all historical transactions together to form
one long-term set,6 or brought false dependence by
modeling all historical transactions as a rigidly ordered
sequence,7 which may not always be the real-world
case. Instead, not all recent transactions relate to the
next choice, a priority should be given to those truly
related ones.

This article addresses the above issues by propos-
ing a novel hierarchical attentive transaction embed-
ding (HATE) model. HATE first builds an attentive
embedding for each transaction by emphasizing the
relevant items in it and then builds attentive inter-
transaction context embedding by highlighting those
recent transactions more related to the current trans-
action and the next choice without rigid order
assumption both within and between transactions.
Simultaneously, an attentive intra-transaction context
embedding is built on the items chosen in the current
transaction. Finally, a hybrid context representation is
achieved by combining both inter- and intra-transac-
tion context embedding for the next-item prediction.

Considering the large number of items in real-
world data, it turns out to be practical to incorporate
the attention mechanism into a shallow network in
building a concise but powerful structure for attentive
context representation learning. As a result, the pro-
posed model is capable of capturing both intra- and
inter-transaction dependence attentively and the
resultant context representation is more informative
to predict the next item. Our validation on two real-
world transaction datasets shows the necessity of
combining the inter-transaction dependence with the
attention mechanism. Accordingly, major contribu-
tions include the following:

1) A hierarchical attentive transaction embedding
model is proposed to learn the context represen-
tation for transaction-based item recommenda-
tions by attentively capturing both intra- and
inter-transaction dependencies.

2) A shallow and wide network is designed for effi-
ciently learning the context representation over
a large number of items and transactions.

In summary, our model relaxes the rigid order
assumption both over items within a transaction and
over transactions, which matches the real-word cases
better. Empirical evaluation shows that 1) HATE out-
performs the state-of-the-art TBRSs on real-world

FIGURE 1. An example of shopping transactions. Thicker lines

and darker circles indicate stronger dependencies and the

items more relevant to milk, while cIaðcIeÞ represents the

intra (inter)-transaction context.
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datasets by around 5%; 2) the incorporation of inter-
transaction context or attention mechanism achieves
at least 10% accuracy improvement.

RELATEDWORK
Rule- and pattern-based RSs are well-studied recommen-
dation approaches.8 To capture the transition between a
sequence of songs,9 discovered sequential patterns for
next-song recommendations. Although being simple and
effective, these methods often lose infrequent items.10

More importantly, they only capture the co-occurrence
relationships within transactions while ignoring the avail-
able inter-transaction dependence.

Markov chain (MC) models offer another way to
model inter-item transitions. Personalized Markov
Embedding (PME) generates the embeddings of users
and items in an Euclidean space for next-song recom-
mendations.11 Recently, to learn users’ personalized
sequential check-in information, a personalized ranking
metric embedding method (PRME) was proposed for
next POI recommendations.12 Both PME and PRME are
first-order MCmodels while the higher order dependen-
cies are ignored and the rigid order assumption over
data may not always be realistic. More importantly, they
are limited to the intra-transaction relations only,
neglecting the inter-transaction dependence, which
may lead to unreliable recommendations.

Recently, heuristics-based nearest neighbor (KNN)
model was employed for session-based recommenda-
tions. Both item-based KNN13 and session-based
KNN14 are proposed to model the intra- and inter-ses-
sion dependencies, respectively. Generally, they are
good at capturing the natural co-occurrence based
relations between items and the similarity relations
between sessions. However, they lose the sequential
dependencies over items and sessions and they treat
all items or sessions equally important. Therefore,
they cannot effectively emphasize those important
items or transactions for next item recommendations.

RNN is a good choice to capture the higher order
dependence in TBRSs. Gated recurrent unit (GRU)-
based RNN was proposed to capture long-term depen-
dence within3,15 or between transactions,16 while hier-
archical RNN17 models were developed to capture the
sequential dependence both within and between
transactions. All these approaches model the intra- or
inter-transaction dependencies with a rigid order
assumption, which may violate the real-world case
since the transaction behaviors usually involve uncer-
tainty and do not always follow a rigid order.

Recently, some researchers have introduced atten-
tion mechanisms into recommender systems to

emphasize relevant and important information. Specif-
ically, W. Pei et al.4 incorporated attention mechanism
into RNN to highlight those more important time-
steps when modeling intra-transaction dependencies,
while H. Ying et al.6 proposed a hierarchical attention
model to emphasize the relevant items from both the
current short-term set and the historical long-term
set. However, they still cannot well capture the com-
prehensive intra- and inter-transaction dependencies
in most real-world cases, where both the order within
and between transactions are relaxed rather than
rigid. To substantially address such issue, we propose
a hierarchical attentive transaction embedding model
to learn a context representation by attentively cap-
turing both intra- and inter-transaction dependencies
for next-item recommendations.

PROBLEM STATEMENT
Given a transaction dataset, let T ¼ ft1; t2. . .tjT jg be
the set of all transactions, such that each transaction
t ¼ fi1; i2. . .ijtjg consists of a subset of items and is
associated with a given user and a specified time-
stamp, where jT j denotes the number of transactions
in T . All the items occurring in all transactions consti-
tute the whole item set I ¼ fi1; i2. . .ijIjg. Note that the
items in a transaction tmay not have a rigid order.

Given a target item is 2 tjðj 6¼ 1Þ, all other items in
tj form the intra-transaction context cIa ¼ tjnis. The
recent transactions from the same user that hap-
pened before tj form the inter-transaction context
cIe ¼ ft1; t2. . .tj�1g. cIa and cIe together constitute the
transactional context c ¼ fcIa; cIeg. Given the context
c, HATE is trained as a probabilistic classifier that
learns to predict a conditional probability distribution
P ðisjcÞ. Therefore, TBRS aims to rank all candidate
items in terms of their conditional probability over the
given context.

MODELING AND LEARNING
The HATE Model
As shown in Figure 2, the proposed HATE model con-
sists of two main parts: the transactional context
embedding part at the bottom and the prediction part
(output layer) at the top. The embedding part contains
two modules: inter-transaction context embedding
and intra-transaction context embedding.

Inter-transaction Context Embedding
Item embedding: For a given contextual item il from a
transaction t, we create an embedding mechanism to
map its ID number to an informative and low-dimen-
sional vector representation in the item embedding

58 IEEE Intelligent Systems July/August 2021

RECOMMENDATION SYSTEMS

Authorized licensed use limited to: Macquarie University. Downloaded on September 14,2021 at 07:38:25 UTC from IEEE Xplore.  Restrictions apply. 



layer, where a K-dimensional real-valued vector hl 2
RK is used to represent item il. The input weight matrix
W1 2 RK�jIj is used to fully connect the input layer and
item embedding layer. Note that actually the lth column
ofW1 encodes item il to a real-valued embedding hl as
below. Several different mapping approaches including
logistic function have been tried to map item ID to its
embedding and the following way is found to achieve
the best performance in our case.

hl ¼ W1
:;l: (1)

Attentive Transaction Embedding: When the
embeddings of all the items in transaction t are ready,
we can obtain the embedding et 2 RK of contextual
transaction t by integrating the embeddings of all
items in t using the attention mechanism. Specifically,
the attentive transaction embedding is built as a
weighted sum of hl:

et ¼
X

il2tt
aslhl; s:t:

X

il2tt
asl ¼ 1 (2)

where asl is the integration weight of contextual item
il w.r.t. the target item is, indicating the contribution
scale of il to the choice of is. In our model, to better
capture the different contribution scales of contextual
items, we develop an attention layer to learn the inte-
gration weights automatically and effectively. Com-
pared with assigning the weights manually under
certain assumptions, e.g., order assumption, or directly
learning the weights without the attention

mechanism, our method not only works more flexibly
without assumptions but also emphasizes those
important items and reduces the interference from
irrelevant ones. Next, we demonstrate how the intra-
transaction attention model achieves this goal.

Intra-transaction Attention: Similar to most atten-
tion models, we use a softmax layer to learn the
weights of different contextual items w.r.t the target
item. In this way, items that are more relevant to the
target item are given larger weights, and vice versa.
The input of softmax is the transformation of each
item’s embedding:

asl ¼ expðsðhlÞÞP
iv2t expðsðhvÞÞ (3)

sðhlÞ ¼ waThl (4)

where wa is an item-level context vector shared by all
contextual items, which can be seen as a high level
representation of a fixed query “which item is relevant
to the target item?” over all the contextual items. The
vector is randomly initialized and jointly learned during
the training stage. As wa serves as a weight vector
connecting the item embedding layer to the intra-
transaction attention model, we denote it as an intra-
transaction attention weight, to be consistent with
input and output weights. Essentially, the importance
of each item il is achieved by first calculating the simi-
larity between its embedding hl and the item level
context vector wa and then normalizing it into an
importance weight asl through a softmax function.

FIGURE 2. The HATE architecture: It first learns item embedding, then integrates the embedding into intra-transaction context

embedding or transaction embedding on which inter-transaction context embedding is learned. Both intra- and inter-transac-

tion embeddings are fed into the output layer for target item prediction. AIaðAIeÞ represents the intra- (inter-) transaction

attention model.
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Attentive Inter-transaction Context Embedding:
Inter-transaction context embedding is built on top of
the embedding of transactions included in the inter-
transaction context. Specifically, the inter-transaction
context embedding is computed as a weighted sum of
transaction embeddings:

eIe ¼
X

tx2cIe
bsxetx ; s.t.

X

tx2cIe
bsx ¼ 1 ((5))

where bsx is the integration weight of transaction tx
from the inter-transaction context cIe for the target
item is. It indicates the relevance degree of tx to the
current transaction, i.e., intra-transaction context cIa,
by modeling the interaction between tx and cIa in the
inter-transaction attention model AIe. More relevant
to the current transaction, tx will be more influential
on the choice of is, therefore bsx essentially implies
the contribution scale of transaction tx to the choice
of the target item is.

Inter-transaction Attention: Differently from the
intra-transaction attention model, except for the
transactions from inter-transaction context, we take
the intra-transaction context as an additional input to
model the interaction between transactions as indi-
cated in Figure 2. We first use a matrix to model the
interactions between each inter-transaction and the
intra-transaction context, and then import the prod-
uct of inter-transaction embedding, interaction matrix,
and intra-transaction context embedding into the
attention model:

bsx ¼ expð%ðetxÞÞP
tf2cIe expð%ðetf ÞÞ

(6)

%ðetxÞ ¼ eTtxW
beIa (7)

where Wb is a transaction-level interaction matrix
shared by all the contextual transactions. It can be
regarded as a high-level representation of a query
“which transaction in the inter-transaction context is
relevant to the current one?”. This matrix is randomly
initialized and jointly learned during the training pro-
cess. We refer it to as the inter-transaction attention
weight. eIa is the embedding of intra-transaction con-
text and its calculation will be given shortly.

Intra-transaction Context Embedding
Given an intra-transaction context cIa consisting of
multiple chosen items in the current transaction, we
first get the embedding of each item with the afore-
mentioned item embedding. Then, we integrate these
embeddings attentively to build the intra-transaction

context embedding:

eIa ¼
X

iz2cIa
aszhz; s.t.

X

iz2cIa
asz ¼ 1 ((8))

where hz is the embedding of an intra-transaction con-
text item iz and is calculated using (1) while asz is the
integration weight calculated using (3) and (4).

Target Item Prediction
Once the embeddings of both intra- and inter-transac-
tion contexts are ready, we feed them into the output
layer for the target item prediction, as shown in the
upper part of Figure 2. Here, the output weight matrix
W2 2 RjIj�K and W3 2 RjIj�K are used to fully con-
nect the intra- and inter-transaction context embed-
dings to the output layer. Specifically, given the
context embeddings and the weights, a score indicat-
ing the possibility of the choice of a target item is
under the context c is computed using

SisðcÞ ¼ W2
s;:eIe þW3

s;:eIa (9)

whereW2
s;: denotes the sth row of W2 and SisðcÞ quan-

tifies the relevance of the target item is w.r.t. the given
context c. Therefore, the conditional probability distri-
bution PQðisjcÞ is defined with the commonly used
softmax function:

PQðisjcÞ ¼ expðSisðcÞÞ
ZðcÞ (10)

where ZðcÞ ¼ P
i2I expðSiðcÞÞ is the normalization con-

stant and Q ¼ fW1;wa;Wb;W2;W3g includes the
model parameters. Therefore, a probabilistic classifier
modeled by the proposed HATE model is obtained to
predict the target item and accordingly recommend
the next item.

Parameter Learning and Item
Prediction
We now discuss how to learn the model parameters
and predict the next item using the trained model in
this section.

A probabilistic classifier is built over the transac-
tion data d ¼ hc; ici, where c is the input context and ic
is the observed output conditional on c. Given a train-
ing dataset D ¼ fhc; icig, the joint probability distribu-
tion is obtained by

PQðDÞ /
Y

d2D
PQðicjcÞ: (11)

Therefore, the model parameters Q can be learned by
maximizing the conditional log-likelihood [cf. (10)]:
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LQ ¼
X

d2D
logPQðicjcÞ: (12)

Note that the evaluation of LQ and its corresponding
gradient computation involve the normalization term
ZðcÞ, the computation of which is time consuming as
it sums expðSicðcÞÞ over all the items for each training
instance. The commonly used noise-contrastive esti-
mation (NCE) technique18 is adopted here to enhance
the training efficiency. NCE uses a binary classifier to
distinguish samples from the data distribution from
those with a known noise distribution to avoid the
high computation cost when computing the normali-
zation constant of the softmax.

Once the model parameters Q have been learned,
HATE is ready to compute predictions and thus gener-
ate next-item recommendations. Specifically, given an
arbitrary transactional context which contains both
intra- and inter-transaction contexts indicating prior
transaction data of a user, the probabilities of choos-
ing next candidate items are calculated according to
(10), and a ranking reflecting the priority of the candi-
date items is achieved.

EXPERIMENTS AND EVALUATION
Experimental Setup
Dataset Preparation
We evaluate our proposed method on two real-world
grocery store transaction datasets: a public dataset
Dunnhumbya and a proprietary Australian national
supermarket (ANS) dataset.19 Dunnhumby includes
transaction records of around 2500 households shop-
ping frequently at multiple stores of the same retailer
over two years. ANS contains transaction records of
about 1000 customers, collected by an ANS chain
within a period of one year.

First, a sequence of transactions is extracted for
every user and then a sliding window is used to cut
each user’s transaction sequence into multiple triple-
transaction units. For each unit, we consider the first
two transactions as the inter-transaction context cIe
and the last one as the current transaction. Our selec-
tion is data-driven and is explained by the most fre-
quently observed transaction pattern of three
transactions per week in the shopping cycle. Each
time one item from the current transaction is picked
up as the target item is and all others are considered
as the intra-transaction context cIa. We do this
because the order information over items within trans-
actions is not provided and thus we relax the rigid

order assumption. As a result, the training and test
instances are built in the format of d ¼ hc; iciðc ¼
fcIe; cIagÞ as illustrated in the previous section. Finally,
we randomly select 20% of transactions that occurred
in the last 30 days as the test set and leave the
remainder for training. The characteristics of the data-
sets are shown in Table 1.

Comparison Methods and Metrics
We use the following methods as the evaluation
baselines.

› PBRS: A typical pattern-based recommender,
which uses mined frequent patterns to generate
recommendations .20

› FPMC: A model that factorizes the personalized
transition matrix between items with pairwise
interactions for next-basket recommendation.21

› PRME: A personalized ranking metric embedding
model (PRME) for next POI recommendations
with a MC framework.12

› GRU4Rec: A typical session-based RS built on
RNN. It models the session sequence using a
GRU-based RNN framework.3

› SWIWO: A shallow wide-in-wide-out network
embedding model for session-based RSs.22

› NCSF: An RNN-based neural architecture to
model both intra- and inter-context for next item
prediction.16

› SHAN: A two-layer hierarchical attention net-
work to learn both users’ long- and short-term
preferences for next item prediction.6

› ATE: A model similar to HATE that only utilizes
the intra-transaction context. This assesses the
contribution of the inter-transaction context.

› HTE: A model similar to HATE that replaces the
inter-transaction attention module with a fully
connected layer. This assesses the effect of the
inter-transaction attention module.

TABLE 1. Statistics of experimental datasets.

Statistics Dunnhumby ANS

#Transactions 65 001 99 987

#Items 10 292 11 996

Avg. Transaction Length 12.15 10.81

#Training Sequence of Trans. 149 606 258 561

#Training Instances 402 739 703 062

#Test Sequence of Trans. 7874 13 608

#Test Instances 21 205 36 933

ahttp://www.dunnhumby.com/sourcefiles
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Two common accuracy metrics are used in the
evaluation.

› REC@K: measures the recall of the top-K ranked
items in the recommendation list. We choose
K 2 f10; 50g as users are usually interested only
in top items. Specifically, for N top-K recommen-
dations, the corresponding REC@K is calcu-
lated

REC@K ¼ 1

N

XN

j¼1

jRj \ isj j (13)

where Rj and isj are the jth recommendation
list and the corresponding true next item,
respectively.

› MRR: measures the mean reciprocal rank of the
predictive position of the true target item.

Performance Evaluation
Accuracy Evaluation
Tables 2 and 3 show the obtained REC@10, REC@50,
and MRR on two real-world transaction datasets. We
empirically set the minimum support to 0.02 on both
datasets in PBRS. The information loss caused by fil-
tering out infrequent items leads to poor performance.
To achieve the best performance, we set the factor
number to 10 for FPMC, which performs not good on
both datasets, mainly caused by the data sparsity.
Due to the large numbers of transactions and items
but limited interactions between them, quite large but
very sparse item transition matrices are constructed
to train this MF model. Following S. Feng et al.,12 the
embedding dimension is set to 60 for PRME. As a first-
order MC model, PRME is easy to lose information by
learning the transition probability over the successive

item instead of the whole context. In addition, the rigid
order assumption set by these models may not always
match the real-world purchasing events. GRU4Rec
achieves much better performance compared to the
above three methods by benefiting from its deep
structure. Building a flexible embedding on the whole
context, SWIWO is able to capture the complex intra-
transaction dependence for better recommendations.
A common drawback of all these models is that they
are all limited to the intra-transaction dependence. In
contrast, NCSF performs better by incorporating inter-
transaction dependence for next-item prediction.
However, it assumes a rigid order assumption over his-
torical transactions by employing RNN, which may not
be the case. SHAN attentively incorporate inter-trans-
action dependencies and performs even better. But it
breaks down the structures of long-term transactions
and put all of their items into one pool, which may loss
the intra- and inter-transaction dependencies embed-
ded in long-term transactions and thus, reduce the
recommendation performance.

For our HATE model, the embedding dimension
and the batch size are empirically set to 50 and 30,
respectively, on both datasets. Adagrad with an initial
learning rate of 0.01 is applied to train the model. By
attentively learning the hierarchical dependencies
embedded in the inter-transaction context and then
attentively combining it together with the intra-trans-
action dependence for next-item prediction, HATE
outperforms the best baseline SHAN by 4.64% and
6.24% in average on Dunnhumby and ANS, respec-
tively, which validates the advantage of our model. In
particular, the enhanced 10% performance of HATE
compared to ATE and HTE demonstrates the signifi-
cance of incorporating inter-transaction context and
attention mechanism, respectively. Particularly, the

TABLE 2. Accuracy comparisons on Dunnhumby.

Model REC@10 REC@50 MRR

PBRS 0.0817 0.0901 0.0421

FPMC 0.0333 0.0711 0.0317

PRME 0.0757 0.0912 0.0613

GRU4Rec 0.2018 0.3002 0.1216

SWOWI 0.2469 0.3379 0.1139

NCSF 0.2769 0.3828 0.1284

SHAN 0.2908 0.4308 0.1346

HATE 0.3012 0.4513 0.1421

ATE 0.2752 0.3754 0.1250

HTE 0.2752 0.4000 0.1218

TABLE 3. Accuracy comparisons on ANS.

Model REC@10 REC@50 MRR

PBRS 0.0572 0.0765 0.0410

FPMC 0.0310 0.0555 0.0292

PRME 0.0611 0.0800 0.0522

GRU4Rec 0.1405 0.2951 0.0755

SWOWI 0.1400 0.3015 0.0805

NCSF 0.1501 0.3250 0.0895

SHAN 0.1616 0.3396 0.0932

HATE 0.1756 0.3515 0.0993

ATE 0.1542 0.2254 0.0805

HTE 0.1756 0.2755 0.0874
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hierarchical attention mechanism helps to emphasize
those truly relevant items and transactions when
modeling dependence. Note that a minority of true
target items are ranked very high in our recommenda-
tion lists while some others are ranked very low, lead-
ing to that even the MRR is larger than 0.1 (cf.,
Table 2), but the REC@10 is not so high as expected.

The Effect of Number of Incorporated Inter-
Transactions
Generally speaking, a long inter-transaction context
which contains more recent transactions is more likely
to include transactions irrelevant to the current trans-
action and the next-item choice. As a result, it is
harder to identify and emphasize those truly relevant
transactions in a long context. To show the advantage
of attention mechanism in handling long contexts, we
test the effect of the number of incorporated inter-
transactions on a subset of Dunnhumby by selecting
users with at least six transactions. Each time a differ-
ent number of recent transactions is considered as
the inter-transaction context. Figure 3 shows that
HATE gains larger margins compared with others
when incorporating more transactions, which demon-
strates its ability to emphasize the relevant transac-
tions in longer inter-transaction contexts. We
compare here HATE and other three approaches
because only these four approaches can incorporate
inter-transaction context.

CONCLUSION
This article proposes a hierarchical attentive trans-
action embedding model HATE—A shallow and
wide neural network for transaction embedding. By
incorporating both current transaction and recent
transactions, HATE is able to capture both intra-
and inter-transaction dependencies and build a
more informative context representation. In addi-
tion, the incorporation of hierarchical attention
models allows us to emphasize items and transac-
tions particularly relevant to the next-item choice

when building the attentive representation, leading
to better recommendation. Empirical validation on
two real-world transaction datasets shows the
superiority of HATE over several state-of-the-art
approaches. We will explore the applications of
HATE to other problems, e.g., document analysis
and multimedia recommendations, and will learn
more complex couplings and interactions in
transactions.

ACKNOWLEDGMENTS
This work was partially supported by the Australian
Research Council Discovery Grant DP190101079 and
the ARC Future Fellowship Grant FT190100734.

REFERENCES
1. L. Cao, “Coupling learning of complex interactions,” Inf.

Process. Manage., vol. 51, no. 2, pp. 167–186, 2015.

2. S. Wang et al., “Sequential recommender systems:

Challenges, progress and prospects,” in Proc. 28th Int.

Joint Conf. Artif. Intell., 2019, pp. 6332–6338.

3. B. Hidasi, A. Karatzoglou, L. Baltrunas, and D. Tikk,

“Session-based recommendations with recurrent

neural networks,” in Proc. ICLR, 2016, pp. 1–10.

4. W. Pei, J. Yang, Z. Sun, J. Zhang, A. Bozzon, and D. M.

Tax, “Interacting attention-gated recurrent networks

for recommendation,” in Proc. Conf. Inf. Knowl.

Manage., 2017, pp. 1459–1468.

5. S. Wang, L. Hu, L. Cao, X. Huang, D. Lian, and W. Liu,

“Attention-based transactional context embedding for

next-item recommendation,” in Proc. 32nd AAAI Conf.

Artif. Intell., 2018, pp. 2532–2539.

6. H. Ying et al., “Sequential recommender system based

on hierarchical attention network,” in Proc. 27th Int.

Conf. Artif. Intell., 2018, pp. 3926–3932.

7. J. You, Y. Wang, A. Pal, P. Eksombatchai, C. Rosenburg,

and J. Leskovec, “Hierarchical temporal convolutional

networks for dynamic recommender systems,” in Proc.

Int. World Wide Web Conf., 2019, pp. 2236–2246.

8. S. Wang and L. Cao, “Inferring implicit rules by learning

explicit and hidden item dependency,” in IEEE Trans.

Syst., Man, and Cybernetics: Syst., vol. 50, no. 3, pp.

935–946, 2020.

9. N. Hariri, B. Mobasher, and R. Burke, “Context-aware

music recommendation based on latenttopic

sequential patterns,” in Proc. 6th ACM Conf.

Recommender Syst., 2012, pp. 131–138.

10. S. Wang, L. Hu, and L. Cao, “Perceiving the next choice

with comprehensive transaction embeddings for online

recommendation,” in Proc. Mach. Learn. Knowl.

Discovery Databases, 2017, pp. 285–302.

FIGURE 3. HATE gains larger margins when incorporating

more inter-transactions.

July/August 2021 IEEE Intelligent Systems 63

RECOMMENDATION SYSTEMS

Authorized licensed use limited to: Macquarie University. Downloaded on September 14,2021 at 07:38:25 UTC from IEEE Xplore.  Restrictions apply. 



11. X. Wu et al., “Personalized next-song recommendation

in online Karaokes,” in Proc. 7th ACM Conf.

Recommender Syst., 2013, pp. 137–140.

12. S. Feng, X. Li, Y. Zeng, G. Cong, Y. M. Chee, and Q. Yuan,

“Personalized ranking metric embedding for next new

poi recommendation,” in Proc. 24th Int. Conf. Artif.

Intell., 2015, pp. 2069–2075.

13. D. Jannach and M. Ludewig, “When recurrent neural

networks meet the neighborhood for session-based

recommendation,” in Proc. 11th ACM Conf.

Recommender Syst., 2017, pp. 306–310.

14. M. Ludewig and D. Jannach, “Evaluation of session-

based recommendation algorithms,” User

Model. User-Adapted Interact., vol. 28, no. 4/5,

pp. 331–390, 2018.

15. S. Wang et al., “Modeling multi-purpose sessions for

next-item recommendations via mixture-channel

purpose routing networks,” in Proc. 28th Int. Joint Conf.

Artif. Intell., 2019, pp. 3771–3777.

16. L. Hu, Q. Chen, H. Zhao, S. Jian, L. Cao, and J. Cao,

“Neural cross-session filtering: Next-item prediction

under intra-and inter-session context,” IEEE Intell. Syst.,

vol. 33, no. 6, pp. 57–67, Nov./Dec. 2018.

17. M. Quadrana, A. Karatzoglou, B. Hidasi, and P.

Cremonesi, “Personalizing session-based

recommendations with hierarchical recurrent neural

networks,” in Proc. 11th ACM Conf. Recommender Syst.,

2017, pp. 130–137.

18. M. U. Gutmann and A. Hyv€arinen, “Noise-contrastive

estimation of unnormalized statistical models, with

applications to natural image statistics,” J. Mach.

Learn. Res., vol. 13, no. 2, pp. 307–361, 2012.

19. L. Luo, B. Li, I. Koprinska, S. Berkovsky, and F. Chen,

“Tracking the evolution of customer purchase behavior

segmentation via a fragmentation-coagulation

process,” in Proc. 26th Int. Joint Conf. Artif. Intell., 2017,

pp. 2414–2420.

20. H. Li, Y. Wang, D. Zhang, M. Zhang, and E. Y. Chang,

“Pfp: Parallel fp-growth for query recommendation,” in

Proc. ACM Conf. Recommender Syst., 2008,

pp. 107–114.

21. S. Rendle, C. Freudenthaler, and L. Schmidt-Thieme,

“Factorizing personalized Markov chains for next-

basket recommendation,” in Proc. Int. World Wide Web

Conf., 2010, pp. 811–820.

22. L. Hu, L. Cao, S. Wang, G. Xu, J. Cao, and Z. Gu,

“Diversifying personalized recommendation with user-

session context,” in Proc. 26th Int. Joint Conf. Artif.

Intell., 2017, pp. 1937–1943.

SHOUJIN WANG is currently a research fellow of data sci-

ence and artificial intelligence at Macquarie University,

Sydney, Australia and a visiting fellow at University of Tech-

nology Sydney, Australia. His primary research interests

include data mining, machine learning and recommender

systems. This work was done during his PhD candidacy at

the University of Technology Sydney, Sydney, Australia.

Contact him at shoujin.wang@uts.edu.au.

LONGBING CAO is a professor of information technology

with the University of Technology Sydney, Australia. His pri-

mary research interest includes data science, machine

learning, behavior informatics, and their enterprise applica-

tions. Contact him at longbing.cao@uts.edu.au.

LIANG HU is a research associate with University of Tech-

nology Sydney, Sydney, Australia. His research interests

include recommender systems, data mining, machine

learning. Contact him at rainmilk@gmail.com.

SHLOMO BERKOVSKY is an associate professor and the

leader of the Precision Health Research Stream, Australian

Institute of Health Innovation, Macquarie University. He also

studies how sensors and physiological responses can predict

medical conditions, and how clinicians and patients interact

with health technologies. His areas of expertise also include

user modeling, online personalization, and persuasive tech-

nologies. Contact him at shlomo.berkovsky@mq.edu.au.

XIAOSHUI HUANG is a research associate with the Univer-

sity of Sydney, Sydney, Australia. His research interests

include computer vision, digital health, machine learning.

Contact him at xiaoshui.huang@sydney.edu.au.

LIN XIAO is a professor with Hunan Normal University,

Changsha, China. His main research interests include neu-

ral networks, robotics, and intelligent information process-

ing. Contact him at xiaolin860728@163.com.

WENPENG LU is an associate professor of computer sci-

ence and technology with the Department of Computer

Science and Technology, Qilu University of Technology

(Shandong Academy of Sciences), Jinan, China. Contact

him at wenpeng.lu@qlu.edu.cn.

64 IEEE Intelligent Systems July/August 2021

RECOMMENDATION SYSTEMS

Authorized licensed use limited to: Macquarie University. Downloaded on September 14,2021 at 07:38:25 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


