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Abstract. Hematoxylin and Eosin (H&E) stained histopathology
images provide important clues for diagnostic and prognostic assessment
of diseases. However, similar tissues can be stained with inconsistent
colours which significantly hinder the diagnostic process and training of
deep learning models. Various Generative Adversarial Network (GAN)
based stain normalisation methods have thus been proposed as a prepro-
cessing step for the downstream classification or detection tasks. How-
ever, most of these methods are based on either unsupervised learn-
ing which suffers from large discrepancy between domains or supervised
learning which requires a target domain and only utilises the target
domain images. In this work, we propose to leverage Semi-supervised
Learning with GAN to incorporate the source domain images in the
learning of stain normalisation without requiring their corresponding
ground truth data. Our approach achieves highly effective performance
on two classification tasks for brain and breast cancers.

Keywords: Semi-supervised learning - Stain normalisation -
Conditional generative adversarial networks

1 Introduction

Tissue staining is used to facilitate effective interpretation of histopathology
images. However, the appearance of stained tissue slides can be highly hetero-
geneous due to the different staining protocols and the subsequent digitisation
of the images. This undesired colour variance in histopathology images moti-
vates the study of stain normalisation, which normalises the images to reduce
the impact of colour heterogeneity.

Existing studies of stain normalisation normally fall into two main categories,
traditional and deep learning-based methods. Specifically, traditional stain nor-
malisation methods use mathematical frameworks to match the colour distribu-
tion of an input image with the selected reference images. Examples include the
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colour normalisation in the LAB colour space [18], minimisation of the Wasser-
stein Barycenter between colour distributions [15], and normalisation of stain
vectors [12,29]. However, most of these conventional methods rely on a reference
image to calculate the stain statistics, therefore the stain normalisation results
can be heavily biased by a less representative reference image.

Deep learning-based stain normalisation is used more often these days. Most
of these methods leverage the Generative Adversarial Network (GAN) [8] to for-
mulate stain normalisation as an image-to-image translation task. Unsupervised
stain normalisation has been widely studied, as it eases the requirement of a
reference image. For example, StainGAN [24] utilises the CycleGAN model [31]
for unsupervised stain normalisation. SAASN [25] incorporates the self-attention
mechanism in CycleGAN to achieve finer details. Another method [13] combines
CycleGAN with a pretrained segmentation network to better preserve the cellu-
lar structures in the images. While these methods produce satisfactory results in
most cases, unsupervised methods still suffer from the large discrepancy between
domains in heterogeneous datasets. Thus, supervised stain normalisation, which
uses paired images from the target domain, has been developed. A HRNet-based
[27] neural style transfer GAN is developed [16], which trains with selected refer-
ence images and preserves finer details by including a perceptual loss [9]. Others
treat stain normalisation as an image colourisation task, in which they learn a
model to repaint the input images with the target domain colour style [23,30].
Compared to unsupervised approaches, these supervised methods produce sub-
stantially better normalised images. However, the colourisation task is only per-
formed on the target domain images, without considering the source domain.
Such a colourisation formulation does not truly represent the objective of stain
normalisation, which is to align the colour distributions between source and
target domains.

In this work, we propose to use Semi-Supervised Learning (SSL) with GAN
to solve stain normalisation as an image colourisation task. Our model learns
to repaint the input images with the target domain colours and we use the
image from the source domain to enhance this mapping. Specifically, given the
hematoxylin component [21] or grayscale image as input, our GAN-based stain
normalisation network learns to repaint it with the target colour styles. In order
to incorporate source domain images into the training and explicitly optimise the
colourisation for source domain images, a two-decoder generator with a shared
encoder is proposed. This design allows us to apply a novel consistency regular-
isation which enforces the model to produce consistent outputs for the source
domain and also minimises their difference from the target domain colour dis-
tribution.

Contributions: 1) We design a novel semi-supervised colourisation model for
stain normalisation, so that source domain images can be incorporated into
the model learning without requiring paired ground truth data for the source
domain. 2) Our model adopts a novel two-decoder design with consistency loss
to enforce the generator to normalise the unlabelled source images with the
desired target domain colour. 3) We conduct extensive experiments on the public
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TCGA [6] and BreakHis [26] datasets, and demonstrate that our method leads
to large improvement for the downstream classification task on both types of
histopathology images.

Target RGB
P

Discriminator

%

Decoder2 ‘

Source Results

Source Input

- Source domain images only /

Fig. 1. Our proposed semi-supervised GAN-based stain normalisation model, by incor-
porating source domain images into the training with pseudo masks in a semi-
supervised learning manner.

2 Methods

We design a semi-supervised GAN-based colourisation model for stain normal-
isation. The objective of this model is to colourise the inputs with the target
domain stain colours. For target domain images, we use a supervised learn-
ing strategy with paired training data (original H&E stained colour image as
ground truth and corresponding grayscale or hematoxylin component as input).
Such paired training data are only available in the target domain but not in
the source domain. Therefore, to explicitly enhance the colourisation perfor-
mance for source domain images, we design a semi-supervised learning approach
to incorporate the source domain images with pseudo masks into the model
training.

Figurel shows the overall design of our model. The generator network
colourises the input images with target stain style. The PatchGAN [23] discrim-
inator judges whether the generator output is fake or real. The model is trained
alternately with batches of labelled target domain images and unlabelled source
domain images. For the labelled target domain, our model is trained in a super-
vised fashion with adversarial loss and content loss [9], whereas on the unlabelled
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source domain, an additional supervised loss is introduced for consistency regu-
larisation based on the generated RGB images. The average of the two decoder
branches’ outputs in the generator as the final normalisation results.

2.1 Normalisation via Colourisation

We first describe the stain normalisation process by considering the target
domain only. Specifically, the target domain hematoxylin component or grayscale
images X and their corresponding RGB images Y are used as labelled paired
data to train a Conditional GAN [14] in which the generator learns to colourise
the inputs with the target domain colour statistics. The generator, which has
an encoder-decoder architecture like U-Net [19] encodes the input images to
extract high-level features and then decodes the extracted features to get the
colourised images. Note that in Fig. 1, this generator design consists of Encoder
and Decoderl, while Decoder2 is introduced for SSL as explained in the Sect. 2.2.
Then the discriminator judges the image pairs (X;Y) or (X;G(X)), as real or
fake by maximising the following the adversarial loss function:

EGAN(va) ZIOg(D(X7Y>)+10g(1_D(XvG(X» (1)

where, the term log (D(X,Y")) will not be calculated for the unlabelled source
domain image pairs.

To further regulate the model, such that it not only learns the correct colour
mapping but also preserves high-level structural image content, we minimise the
content loss Lcon: between perceptual features of generated RGB images {Y}
and the original RGB images {Y'}. In our case, the feature presentations of the
last four convolutional layers (n = 4) in a pretrained VGG16 are used to form
the high-level features to derive the content loss:

LoV Y) =3 s g 16,07) = 6,0 2)
J

where ¢; is the feature map produced from j;;, convolution layer before the max
pooling layer, C;H;W; is the shape of ¢; and w; = 1/n.

2.2 Semi-supervised Source Domain Normalisation

We then introduce SSL into the model so that the unlabelled source domain
images can also be used in learning the correct colourisation mapping. Recent
deep learning-based SSL methods normally implement a consistency regularisa-
tion that encourages the model to perform consistently with disturbance in the
input or model [10,22,28] However, it is likely that such methods could produce
consistent but incorrect labels for unlabelled data. Therefore, we propose an
additional colour distance-based regularisation which enforces the model output
distribution to be closer to the ground truth distribution.
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To do this, inspired by [7,10], we force the consistency between the two
decoders by minimising the Mean Absolute Distance (La;ap) between their
outputs. We further maximise the mutual information [5] by distribution align-
ment, which is firstly used in [4] by scaling the output to match the label dis-
tribution. In our work, we propose to minimise the Earth Mover’s Distance [20]
(Leymp) between the decoders’ outputs and a pseudo mask selected from the
target domain images as a form of colour distribution alignment.

We explicitly design Decoder2 as an improved version of Decoderl such
that the introduction of Decoder2 will not degrade the model performance.
A simple and effective way of such a modification can be achieved by adding
residual blocks which short-circuit the concatenated inputs to the outputs of the
convolutional layers. In terms of Lgy/p calculation, a pseudo mask {Y’} with
target domain colour statistics is required for the normalised RGB images of
unlabelled source domain images to match with. In order to obtain the mask
that can best represent the colour statistic of the target domain, we choose the
target domain image whose mean and standard deviation of pixel colours are
closest to the overall target domain mean and standard deviation as this pseudo
mask {Y’}. This pseudo mask is likely to have a different tissue pattern from the
source domain image, but aims to provide a guidance on the colour distribution.
Then, for the outputs of the two decoders on unlabelled source domain images
Yy = ()A/f', YQS), we apply the following consistency loss:

Leonsist(VY") = Lypap (YY) + Lenp(YE,Y') 4+ Leup (Y, Y')  (3)

2.3 Training Pipeline

We evaluate our model with two different inputs, the hematoxylin component
of the H&E stained images, which can be extracted from the RGB images using
the Beer-Lambert’s Law [17], and the grayscale image. They tend to perform
differently on different datasets. The generator then colourises the inputs with
the target colour style. We use different loss functions based on the input domain.
If the inputs are from the target domain, we use adversarial loss, content loss
and L1 loss to regularise the generator:

Liarget(X,YT) = Laan(X,YT) + Loont (G(X),YT) + Larap(G(X),YT) (4)

If the inputs are from the unlabelled source domain, we then incorporate the
additional consistency loss in place of the Ly; 4 loss to encourage the network
to produce high-quality content-preserved normalised RGB images:

Esource (X7 YS» Y/) = EGAN (X7 YS) + ACC’ont (G(X)7 YS) + £Consist(G(X)7 Y/)
(5)
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Fig. 2. Comparison of stain normalised results.

3 Experiments and Results

3.1 Dataset and Implementation

We evaluate our method using two datasets, the TCGA! glioma cohort for Isoci-
trate Dehydrogenase (IDH) prediction [11] and the BreakHis database for breast
cancer histopathological image classification [26]. We are grateful to the authors
of [11] for providing us the IDH dataset, which is a subset of the public TCGA
dataset [6]. It consists of 22,229 images each of 1024 x 1024 pixels extracted from
921 patients’ whole slide images (WSIs) at 10x magnification level. All WSIs
have been labelled as either IDH wildtype or mutant confirmed by immuno-
histochemistry and/or genetic sequencing. The BreakHis dataset contains 7,909
images of 460 x 700 pixels collected from 82 patients. These images are stored
with four magnification levels and are annotated as benign or malignant. In order
to train our stain normalisation network, we split the IDH dataset based on the
tissue source site (T'SS) and choose the largest TSS as the target domain (3,414
images) and the rest as the source domain (18,805 images). The BreakHis dataset
does not contain the tissue source site label, thus, we use k-means (k = 5) clus-
tering to cluster the images based on the mean and standard deviation of image
pixel colours. The largest cluster is used as the target domain (350 images) and
the remaining 7,559 images as considered the source domain.

We fine-tune an ImageNet pretrained ResNet50 for the two binary classifi-
cation tasks using the stain normalised images. For IDH classification, images
from 738 randomly selected patients (80% of the cohort) are used for training,
those from 91 patients for validation and the remaining 92 patients for testing.
For the BreakHis dataset, we follow the 5-fold cross validation setting in [20]
with 70% of data for training and 30% for testing in each split, and images of
different magnification levels are mixed together during the training and testing.
We measure the impact of stain normalisation on the classification performance
using Fl-score, accuracy and Area Under the Curve (AUC). We also measure
the colour consistency of stain normalised images by computing the standard

! https://portal.gdc.cancer.gov/.
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deviation (NMIsp) and coefficient of variation (NMlIxy ) of Normalised Median
Intensity (NMI) [1].

Both the stain normalisation model and ResNet50 classifier are developed
using TensorFlow Keras on NVIDIA Tesla P100 GPUs. We reshape the image
to 256 x 256 pixels for both datasets and then train the models with the Adam
optimiser with an initial learning rate of 0.0002. We train our stain normalisation
model for 200 epochs and fine-tune the ResNet50 classifier for 40 epochs. The
weights of loss terms are set to Ar; = 0.25 and A.ongent = 0.75.

3.2 Results

We compare our model with state-of-the-art methods that have experimental
results reported on the two datasets. Specifically, for the IDH classification task,
we compare with the recent study [11] that collected the IDH dataset. Differ-
ent from our approach, [11] applies GAN for data augmentation to improve
the classification performance without stain normalisation. For BreakHis, many
approaches have been reported over the recent years. We choose to compare
with the deep learning approaches [2,3] that use the same experimental settings
as ours. In particular, [3] has incorporated a traditional stain normalisation
method [18] before performing classification. As shown in Table 1, our method
(using either the hematoxylin component or grayscale image as input) achieves
about 5%—7% performance improvement over [11] and [3]. We find that using the
hematoxylin component as inputs is more suitable for images with low magnifi-
cation levels. Though, using hematoxylin component can enhance the contrast
at cell boundaries, it may not always appear in an image patch extracted from
high magnification levels.

Table 1. Performance comparison with state-of-the-art on two datasets.

IDH [11] BreakHis [26]

F1 Acc Auc |NMIgp | NMIcy |F1 Acc Auc |NMlIgp |NMIcy
w/o normalisation |0.815 |0.821 [0.90 |0.087 0.114 0.823 | 0.823 |0.909 |0.072 0.098
IDH study [11] - 0.870 |0.938 |- - - - - - -
BreakHis study [3] |- - - - - - 0.890 | — - -
BreakHis study [2] |- - - - - - 0.834 | — - -
Macenko [12] 0.878 |0.860 |0.914 |0.064 0.077 0.899 10.938 |0.885 |0.025 0.028
Reinhard [18] 0.815 [ 0.833 |0.912 | 0.054 0.052 0.911 0.910 |0.918 |0.022 0.023
StainGAN [24] 0.878 10.870 |0.917 |0.044 0.052 0.902 | 0.898 |0.944 |0.024 0.028
STST [23] 0.891 | 0.880 |0.918 |0.041 0.054 0.937 10.935 |0.972 |0.018 0.022
Ours-Hematoxylin |0.937|0.934|0.984|0.035 0.040 0.948 1 0.962 |0.950 |0.020 0.021
Ours-Grayscale 0.878 10.882 |0.920 |0.060 0.071 0.9800.980|0.996 | 0.017 0.019

We have also trained the same ResNet50 classifier with the stain normalised
images using other stain normalisation methods [12,18,23,24]. As shown in
Table 1, our method provides better colour consistency (i.e. lower NMIgp and
NMIesy) and improves the classification performance (i.e. 2%-7%). It can also
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be seen that without (w/o) stain normalisation, the results are consistently lower
than using the stain normalised images.

Table 2. Performance comparsion with different pseudo masks.

IDH [11] BreakHis [26]

Py P Ps Py P, Ps
Macenko [12] | 0.860 | 0.854 | 0.818 | 0.938 | 0.922 | 0.912
Reinhard [18] | 0.833 | 0.819 | 0.780 | 0.910 | 0.894 | 0.882
Ours 0.934|0.928 | 0.931 | 0.980 | 0.978 | 0.974

We further test the choice of pseudo masks. Besides our pseudo mask design
(Py) described in Sect. 2.2, we evaluated two alternatives: (Pz) a target domain
image that is structurally most similar (measured by SSIM) to the source
domain, and (P3) a randomly chosen image from the target domain. The results
in Table2 show that our model has less than 1% accuracy drop when using
different masks, whereas other competing methods show 2%-5% drop. This val-
idates our design of the pseudo mask and shows robustness compared to other
methods.

Table 3. Performance comparsion with different loss functions.

Lconsist | LEMD | Loont | F1 Accuracy | AUC

IDH [11] v 0.878 | 0.880 0.945
v v 0.923 | 0.931 0.972

v v 0.928 1 0.929 0.969

v v 0.860 | 0.865 0.938

v v v 0.937/0.934 0.984

BreakHis [26] v 0.944 1 0.950 0.956
v v 0.958 | 0.968 0.991

v v 0.969 | 0.970 0.992

v v 0.914 1 0.908 0.964

v v v 0.980 | 0.980 0.997

Table 3 and Fig.2 show the results with different loss functions. It can be
observed that each term contributes to the performance as removing a single
component degrades the model. Visually, using the proposed consistency regu-
larisation alone can already reach a satisfactory result, but adding the content
loss brings extra benefits. However, using the content loss alone is not enough to
produce satisfactory normalised masks for the unlabelled source domain images.
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This can be remitted by adding Lconsist or Ly p regularisation which indi-
cates the usefulness of the proposed consistency regularisation. Figure 3 shows
the impact of introducing different numbers of source images into training. The
number a on the z-axis indicates the ratio of the total number of introduced
source domain images relative to the number of target domain images. Gener-
ally, the model performs better when more source images are introduced into
the training.

0.98 —— BreakHis —— BreakHis 1 | —— BreakHis
“7|—e— IDH —eo— IDH —eo— IDH
=4
0.96 0.95
0.98
0.94 0.9
0.92
0.85 0.96
0.9
0 05 1 1.5 all 0 05 1 1.5 all 0 05 1 1.5 all

Fig. 3. Performance comparison with different numbers of source image used. Left to
right: Fl-score, accuracy and AUC.

4 Conclusions

In this paper, we propose a semi-supervised stain normalisation framework. The
proposed model learns to colourise input images with the colour style of the
target domain using both labelled target domain images and unlabelled source
domain images. Our evaluation results show that our model produces higher
quality images with high colour consistency with the target domain. We also
show performance improvement over the prior art for two different histopathol-
ogy image classification tasks.
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