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ABSTRACT
The Challenge on Context-Aware Movie Recommendation
(CAMRa) was conducted as part of a join event on Context-
Awareness in Recommender Systems at the 2010 ACM
Recommender Systems conference. The challenge focused
on three context-aware recommendation tasks: time-based,
mood-based, and social recommendation. The participants
were provided with anonymized datasets from two real world
online movie recommendation communities and competed
against each other for obtaining the highest recommendation
accuracy for each task. The datasets contained contextual
features, such as mood, plot annotation, social network, and
comments, normally not available in movie recommendation
datasets. Over 40 teams from 20 countries participated in
the challenge. Their participation was summarized by 10
papers accepted to the CAMRa workshop.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Retrieval
Models, Information Filtering, Selection Process

General Terms
Algorithms, Design, Experimentation, Human Factors

Keywords
Recommender systems, context-aware personalization, con-
text modeling, social networks, datasets, social network
analysis, user modeling

1. INTRODUCTION
The importance of context and contextualized user data

for accurate recommendations has been widely recognized
[1–3]. However, the vast majority of existing recommen-
dation techniques focus on recommending the most relevant
items to users and do not take the context into consideration.
This results in somewhat static recommendations, which
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only change after a substantial user interaction with the rec-
ommender, sufficient to change their user-to-user similarity
(in collaborative recommendations) or item preferences (in
content-based recommendations). Hence, the recommenda-
tions a user is presented with are independent of contextual
factors such as day and season, location of the user and other
users, upcoming and ongoing events, or weather. Although
this static approach can generate reasonably accurate rec-
ommendations, there is space for improvement through in-
corporating contextual factors.

The Challenge on Context-aware Movie Recommendation
(CAMRa20101) aimed at boosting the research of context-
awareness in recommender system. Two datasets, gathered
by the Moviepilot and Filmtipset online movie recommen-
dation communities, were released exclusively for the chal-
lenge. The participants could participate in any of the fol-
lowing three recommendation tracks: (1) recommend movies
based on the time of the year and special events, (2) recom-
mend movies based on social relations of users, and (3) rec-
ommend movies based on a user’s (implicit) mood. The par-
ticipants were requested to evaluate the performance of their
solutions using the Mean Average Precision (MAP), Preci-
sion@K (K=5 and K=10), and Area Under Curve (AUC)
metrics [8].

The participants were invited to submit papers summariz-
ing the developed algorithms, obtained results, and one page
summaries of their experience with the CAMRa challenge.
The papers were evaluations by the Program Committee
and algorithmic summaries by the Expert Panel members.
Both the evaluations, as well as the results obtained by the
participants, were used to identify the winners of the chal-
lenge, who were announced at the 2010 ACM Recommender
Systems conference dinner.

2. THE CHALLENGE
The challenge served as a means to boost research of

context-awareness in recommender systems. This was
achieved through gathering researchers and practitioners
working on recommender systems and letting them inves-
tigate the same challenges, while evaluating the proposed
solutions using the same datasets and evaluation metrics.
This semi-controlled environment would allow a just com-
parison of the solutions and algorithms developed by the
participants. Moreover, the participants were expected to
only use the provided anonymized datasets (presented in

1http://www.dai-labor.de/camra2010/
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(a) Moviepilot.

10
0

10
1

10
2

10
3

10
4

10
5

10
0

10
1

10
2

10
3

10
4

10
5

number of ratings

ra
te

 o
cc

ur
en

ce

 

 
Filmtipset Oscars test
Filmtipset Xmas test
Filmtipset weekly train

(b) Filmtipset weekly.
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(c) Filmtipset social.

Figure 1: Number of ratings vs. the rate occurrence of the training and testing datasets.

Section 4), while the use of external information sources,
like IMDb, Wikipedia, or NetFlix, was prohibited.

The datasets released for the challenge were partitioned
into a training set and a test set (presented in Section 3).
The latter contained the ratings provided by users, for which
the participants were requested to generate recommenda-
tions according to the conditions of their track. The par-
ticipants were requested to evaluate their recommendations
with the ratings in the test sets and report the obtained
Precision@5, Precision@10, Mean Average Precision and
Area Under the Curve scores. In addition, final evaluation
datasets were withheld by the organizers and released only
for the final identification of the challenge winners.

3. TRACKS
There were three tracks in the challenge, each focus-

ing on a different aspect of context-awareness. The first
weekly track was divided into two sub-tracks and could ex-
ploit either the Moviepilot or the Filmtipset dataset. The
other two, mood and social tracks, were dataset specific
and focused on explicit features, available in, respectively,
Moviepilot or the Filmtipset datasets.

3.1 Weekly Recommendation
The weekly recommendation track addressed the contex-

tual temporal dimensions. The task was to recommend
movies for two specific weeks: the week leading up to Christ-
mas 2009 (Xmas), and the week leading up to the Oscars
ceremony 2010 (Oscar). The rationale for this track implies
that events taking place on a certain week can influence user
preferences and the movies watched. For example, during
the Christmas week there is a higher number of Christmas
related movies, whereas during the week leading up to the
Oscars ceremony there is a higher number of past Oscar
winning movies. Hence, this is expected to influence a users
movie selection.

The participants of this track were requested to recom-
mend a set of movies for the two above mentioned weeks for
users found in the test sets. The track was divided into two
sub-tracks: for the Moviepilot dataset and for the Filmtipset
dataset. As the datasets contained different features, differ-
ent algorithms and feature sets could be used in the recom-
mendation process. The evaluation users have been stripped
of some of the movies they had rated during these two weeks.

3.2 Mood - Moviepilot
The Moviepilot track addressed the contextual dimension

related to a user’s mood. The Moviepilot dataset contains
hierarchically organized features such as the movie mood,
movie location, plot, and the intended audience. The ratio-
nale for this track implies that the mood of a movie could
implicitly reflect the mood of a user at the time of watching
the movie. This information could then be exploited to gen-
erate mood-based recommendations for certain other point
of time, when a similar mood is conjectured.

The participants were of this track were requested to rec-
ommend a set of movies for a selection of users based on a
given mood. The mood selected for this track was “Eigen-
willig”, i.e. “weird”. However, the participants were not pro-
vided with the textual description of the mood, but rather
with an anonymized numeric representation of it. The evalu-
ation users have been stripped of some of the movies labeled
with the “Eigenwillig” mood.

3.3 Social - Filmtipset
The Filmtipset track addressed the social links between

users in the Filmtipset dataset. Many Filmtipset users con-
tribute to the social network of the service. In particular,
users can befriend each other asymmetrically, similarly to
the follower/following relation in Twitter. The dataset con-
tains additional features, such as movie comments, com-
ments on actors/directors/writers, movie reviews, review
ratings, lists of favorite movies, and links between similar
movies. The rationale for this track implies that online
friendship links between users reflect their implicit similarity
and can influence user preferences and the movies watched,
as shown in [12].

The participants of this track were requested to recom-
mend a set of movies for users in the test set. The evaluation
users were stripped of some of the movies they had seen at
later points in time than at least three of their friends.

4. DATASETS
The datasets used in the challenge were released exclu-

sively for the challenge by movie recommendation websites
Moviepilot2 and Filmtipset3. Due to privacy considerations,
the datasets were anonymized prior to the release. Four ver-
sions of the datasets were created: two Moviepilot sets and
two Filmtipset sets, i.e. one version for each track and sub-
track. Each dataset was bundled with a test set, which the
participants were expected to use in the evaluations of their

2http://www.moviepilot.com
3http://www.filmtipset.se
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Users Movies Ratings

Train 105,137 25,058 4,544,409
Xmas Test 160 3,377 16,174
Xmas Eval 80 2,153 6,701
Oscar Test 160 2,144 8,277
Oscar Eval 80 1,520 4,169
Mood Test 160 251 2,656
Mood Eval 80 220 1,421

Table 1: The number of movies, users and ratings
in the Moviepilot datasets.

Assignments

Mood 6,712
Plot 92,124
Time 3,687
Place 8,586
Audience 2,436

Table 2: Tag assignments in the Moviepilot dataset.

solutions. In addition, four evaluation sets were withheld
till after the submission deadline and were subsequently re-
leased to the participants. The results obtained using these
datasets were used to identify the winners of the challenge.

The test datasets were generated through randomly
seeded algorithms. In order to verify the soundness of the
datasets, some statistical features were observed prior to
release. Figure 1 shows the number of ratings vs. rate oc-
currence in the datasets. The rating distribution in all the
datasets follows power law distribution, demonstrating that
there were no rating related anomalies in the datasets.

4.1 Moviepilot
Moviepilot is the leading online movie and TV recom-

mendation community in Germany. It has over 100,000
registered users and a database of over 40,000 movies with
roughly 7,5 million ratings. The Moviepilot datasets used
for CAMRa were extracted from a snapshot of the dataset
taken in April 2010.

The Moviepilot datasets were based on ratings provided
between January 31st 2008 and March 10th 2010. The rat-
ings were split into seven parts: the training set, the test set
for the Christmas week, the evaluation set for the Christ-
mas week, the test set for the Oscars week, the evaluation
set for the Oscars week, the test set for the mood track, and
the evaluation set for the mood track. The details of these
datasets are shown in Table 1.

In addition to ratings, the datasets included several other
features, such as movie-mood tags, intended audience tags,
favorited/hated movies, place and time of the movie, and
plot tags. An abstract entity-relationship diagram of the
datasets and their features is shown in Figure 2. All the
data referring to user-movie pairs found in the test and eval-
uation sets and in the corresponding weeks (Christmas 2009
and Oscars week 2010) were removed in order to not reveal
information not available at the time of the recommenda-
tions. The tag assignment statistics in the training dataset
are shown in Table 2.

The weekly recommendations dataset consisted of two
track-specific rating data files, and one training file which

User Movie
Rating

Place Keyword

Intended 
Audience

Favoured/disfavoured

Time Keyword

Plot Keyword

Emotion 
Keyword

Figure 2: An abstract entity-relationship diagram of
the Moviepilot dataset.

User MovieRating

rated

Person

Rolewrote

Comment
Genre

Favoured/disfavoured

Age

similar to

Friend

Location
Review

wrote

rated

Collection List

Figure 3: An abstract entity-relationship diagram of
the Filmtipset dataset.

was used for both Moviepilot tracks. Participants were ini-
tially provided with the training and test sets, the evaluation
dataset was withheld until the final evaluation process. The
users in each of the test and evaluation sets were not overlap-
ping between the datasets. Similarly to the weekly datasets,
the mood recommendations track dataset also consisted of
two track-specific rating data files and one training file.

4.2 Filmtipset
Filmtipset is Sweden’s largest movie recommendation

community. It has over 90,000 registered users and a
database of more than 20 million ratings. The Filmtipset
datasets used for CAMRa were extracted from a snapshot of
the dataset taken in March 2010. The datasets were divided
into several files, each track having a training dataset, a test
set, and an evaluation set. This rating data was bundled
with other features, such as comments, friend relations, ac-
tor/writer/director details, and details. An abstract entity-
relationship diagram of the datasets and their features is
shown in Figure 3. Table 3 shows some of the non rating
related numbers in the dataset.

The training set for the weekly recommendations track
was based on all ratings provided between February 1st 2008
and February 25th 2010. The test and evaluation sets for
the Christmas week sub-track were based on ratings pro-
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Weekly Social

Collection 307,131 102
Favorites 44,765 15,283
Friends 83,966 12,171
Genres 143,316 67,997
Lists 519,515 438,643
Movie comments 289,586 146,510
People in movies 452,074 224,410
Person comments 322,555 2,822
Review ratings 37,491 2,423
Reviews 1,341 1,044
Movie similarities 35,925 28,372

Table 3: The number of collections, favorites, etc.
in the Filmtipset datasets.

Users Movies Ratings

Train 34,857 53,600 5,862,464
Xmas Test 2,500 5,110 23,393
Xmas Eval 1,000 3,450 9,250
Oscar Test 2,500 5,670 33,548
Oscar Eval 848 3,235 11,486

Table 4: The number of users, movies and ratings
in the Filmtipset weekly dataset.

vided between December 21st 2009 and December 27th 2009.
The participants were prohibit from using “future ratings”,
i.e. training set ratings provided after December 21st. The
Oscars week sub-track training set was the same one as in
the Christmas track, such that the test and evaluation sets
were based on ratings provided between February 27th and
March 7th 2010. The details of these datasets are shown in
Table 4.The dataset for the social recommendations track
was extracted from the Filmtipset dataset. In order to not
reveal information sought for in the weekly track, data in
this dataset contained ratings provided between April 18th
2000 (the date Filmtipset was launched) and January 31st
2008 (the day before the first rating in the weekly train-
ing set). Furthermore, all users found in the Filmtipset

Users Movies Ratings

Train 16,473 24,222 3,075,346
Test 439 1,915 15,729
Eval 153 1,449 6,224

Table 5: The number of users, movies and ratings
in the Filmtipset social dataset.

weekly dataset were removed from the social recommen-
dations dataset, practically creating two user-wise disjoint
datasets. The details of these datasets are shown in Table 5.

5. OUTCOMES
The challenge attracted over 40 participating teams from

20 countries. The primary outcomes of the challenge were
presented at the event which took place on September 30th
2010 in Barcelona. Ten papers were accepted for the pro-
ceedings, five long and five short. Out of the 40+ teams
that were participating, twelve submitted papers to the chal-

paper P@5 P@10 MAP AUC

MPXmas [10]TWMF 0.3637 0.3168 0.1654 0.9212
[7] 0.1418 0.1281 0.9680

MPOscar [10]TWN 0.2775 0.2237 0.1362 0.9556
[7] 0.2039 0.1822 0.9623

FTXmas [10]SMF 0.0817 0.0596 0.0902 0.9283
[5] 0.0070 0.0044 0.0405 0.4552
[4] 0.0795 0.0821 0.0973 0.9231

FTOscar [10]SMF 0.1087 0.0708 0.0911 0.9467
[5] 0.0034 0.0028 0.0359 0.4161
[4] 0.0942 0.0655 0.0849 0.9295

Mood [13] 0.3380 0.2970 0.2940 0.8690
[15] 0 0 0.0037 0.6548

Social [10]NRMF 0.5144 0.4185 0.3103 0.9782
[6] 0.0802 0.0704 0.0596 0.4276
[9] 0.4167
[11] 0.1480 0.1230 0.0970 0.9880

Table 6: The results obtained in each track by the
participants (missing values were not provided).

lenge, whereas another 20 sent notifications they were still
working on their approaches and would submit papers to
upcoming conferences and journals. The ten accepted pa-
pers covered all tracks and sub tracks. Both weekly tracks
and datasets were covered by [10] where the authors im-
plemented a time-aware collaborative filtering model using
matrix factorization. The weekly track using the Moviepi-
lot data was covered by [7] where the authors used an ap-
proach from tag recommendation, Pairwise Interaction Ten-
sor Factorization (PITF) where weeks were used to form
user-movie-weeks tensors. Two attempts at the weekly track
using the Filmtipset data were presented by the authors
of [4, 5], the papers presented a time-based kNN recom-
mender [5] and a regression models-based approach [4].
The mood track was covered by [13–15] where the ap-
proaches used were a mood and user-based hybrid kNN
weighted mean [14], a extended matrix factorization model
that included mood information [13] and a nearest-neighbor
collaborative filtering algorithm utilizing expert users [15].
Finally the social track was covered by the authors of
[6, 9–11]. The social approach in [10] was, similarly to the
weekly approach covered by this paper, based on matrix fac-
torization. The approach in [6] was a random-walk model
utilizing the implicit information in friendships, [9] presented
and extension of traditional collaborative filtering where so-
cial data was taken into consideration, and [11] presented
two approaches: a kNN approach based on linear combina-
tions of similarity measures between users, and one approach
based on inductive logic programming. The results of each
approach are presented in Table 6.
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