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Abstract. The quantity of accessible information has been growing
rapidly and exceeded human processing capabilities. The abundance of
information often prevents users from discovering the desired information
or aggravates making informed choices. This highlights the pressing need
for intelligent personalised applications that simplify information access
and discovery, and provide adaptive services that take into account the
preferences and needs of their users. One type of personalised applica-
tion that has recently become tremendously popular both in research
and industry is recommender systems. These provide to users person-
alised recommendations about information and products they may be
interested to examine or purchase. This is often achieved by exploiting
social methods, which amalgamate past experiences of other users in
order to identify most valuable information and products. Extensive re-
search into recommender systems over the last decade has yielded a wide
variety of techniques, which have been published at a range of reputable
venues and subsequently adopted by numerous Web-sites and services.
The course summarised in this paper provided the participants with a
broad overview and thorough understanding of algorithms and practi-
cally deployed Web and mobile applications of personalised technologies.
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1 Introduction

The sheer quantity of information accessible online has been growing relentlessly
and far exceeded limited processing capabilities of users. Although this abun-
dance of information may in some cases be perceived as valuable, it often also
prevents users from discovering the desired information, or aggravates making
informed and correct choices. This situation manifests in many domains and use
cases, and is referred to in the literature as the information overloading problem
[63]. Examples of information overloading manifest in many scenarios and we
include in Figure 1 two illustrative examples from entertainment Web-sites.
The information overloading problem highlights the pressing need for intelli-
gent personalised applications that ease information access discovery by taking
into account the preferences and needs of their users [21]. These are exploited in
nowadays Web-based and mobile environments for a variety of purposes, such as
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Fig. 1: Information overloading examples.

finding relevant news items, filtering out junk emails, recommending products
to purchase, summarising long textual documents, re-ordering shopping lists,
or adaptively visualising complex content for the users [11]. The basis for the
personalisation in all these cases is so-called user models, which encapsulate a
representation of the user’s interests and information needs derived from their
past user behavior and interactions [57].

One type of personalised application that has recently become popular in the
research community as well as in commercial Web-sites is recommender systems
[74]. These provide to users personalised recommendations of services and prod-
ucts they may be interested to examine or purchase. In a sense, recommender
systems can be considered complementary to the well-established information
filtering tools: the former recommend desired items, whereas the latter filter out
the undesired ones. The generation of recommendations typically exploits in-
formation collected during the past interactions of users with the system (and
other users), and the available domain information. The algorithmic approaches
to recommender systems can be broadly partitioned into two fundamental fami-
lies of methods: social methods that leverage the wisdom-of-the-crowd” [58] and
content- and knowledge-based methods that exploit the available domain and
expert-engineered knowledge [29].

Research around the areas of personalisation and recommendations has been
tremendously popular at recent. In the last decade, extensive research into per-
sonalised technologies has yielded a broad spectrum of algorithmic techniques,
which have been published at a wide variety of conferences (WWW, IJCAI,
AAAI, ICDM, CHI, SIGIR, JCDL, WSDM, ICWSM, to name the just main
ones) and journals. These works, however, were successfully taken out of the lab
and have subsequently been adopted and deployed by many popular commercial
Web-sites, such as Google, Yahoo, eBay, LinkedIn, Facebook, Twitter, Netflix,
and many more. Generally speaking, practically any Web-site offers nowadays
some form of personalised or recommendation service to its users [62].

The area of personalised technologies had reached the level of rigour and
maturity that warranted a dedicated course at RuSSIR. The course summarised
in this paper bridged this gap and offered to the participants an encompass-
ing review of personalised technologies. The main objective of the course was
to provide the participants with a broad overview and thorough understanding
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of algorithms and applications deployed by personalised technologies and rec-
ommender systems. Specifically, the course consisted of five major components
listed below. This is also the flow of this summary:

— User modelling. Motivates the focus on personalisation technologies with
examples of online information overloading. Following this, an overview of
implicit and explicit methods for collecting user information and observing
user interactions is presented. Advanced topic in user model interoperability
are discussed.

— Adaptation and Web personalisation algorithms. Covers the main techniques
applied for Web personalisation purposes, primarily focussing on techniques
for adaptive navigation support and adaptive content presentation. Various
adaptive information access methods are shown and compared.

— Collaborative recommendation methods. Introduces the area of recommender
systems and then focuses on collaborative recommendation methods. Both
memory-based (e.g., item-to-item collaborative filtering) and model-based
(e.g., matrix factorisation) algorithms are presented, exemplified, and com-
pared in detail.

— Content-, knowledge-based, and hybrid methods. Covers non-collaborative
recommendation methods, mainly content-based and knowledge-based rec-
ommenders. These are compared analytically, naturally leading to the hybrid
methods employed by many state-of-the-art recommenders. Several hybridi-
sation designs are discussed and exemplified.

— Evaluation and emerging topics. Focuses on the topic of evaluation of per-
sonalised technologies. Both online and offline methodologies are discussed,
as well as groups of evaluation metrics and specific evaluation functions. Fi-
nally, an elaborate discussion of emerging topics and open research directions
concludes this summary.

2 User Modelling and Web Personalisation

With the amount of information that can be found online growing relentlessly, it
is becoming increasingly harder for users to find information or remain informed
about a topic. This is referred to in the literature as information overloading
[63], term coined for an offline situation, where information is presented at a rate
too fast for a person to process. These days information overloading manifests
in most online information access scenarios, be it in the news, entertainment,
commerce, or health domains.

Three cardinal groups of systems were proposed to address the information
overloading problem. Information Retrieval systems (or, simply, search engines)
assist users to locate relevant content based on their explicit queries [8]. Infor-
mation Filtering systems, as the name suggests, filter out irrelevant items from
the user’s incoming information stream [40]. Somewhat complementary to this
are Recommender Systems, which suggest items to users through highlighting
the most valuable items in a user’s incoming information stream [74]. Either
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of these technologies eventually aims at easing the information overloading and
directing the users towards the more relevant bits of information.

Such a direction, however, can be provided in two ways. The non-personalised
(or generic) directions will lead the user towards the most popular items, e.g.,
most important news articles or most watched movies. Although this partially
resolves the information overloading problem, it overlooks the differences be-
tween the users. Various system users may have different interests and needs,
which will practically make the target items more relevant for ones and less rel-
evant for others. In order to incorporate such user differences, the system need
to provide personalised services, which are tailored and adapted to individual
users [67, 6, 21].

Several definitions personalisation of personalisation can be found in the
literature. As collated by Adomavicius and Tuzhilin in [2], personalisation is

“... the ability to provide content and services tailored to individuals
based on knowledge about their preferences and behavior”

“... the use of technology and customer information to tailor interactions
between a business and each individual customer [aiming] to fit that cus-
tomer’s stated needs, as well as needs perceived by the business based
on the available customer information”

“... the capability to customise customer communication based on knowledge,
preferences, and behaviours at the time of interaction”

“... about building customer loyalty by building a meaningful one-to-one
relationship; by understanding the needs of each individual and helping
satisfy a goal that efficiently and knowledgeably addresses each individ-
ual’s need in a given context”.

Despite the fact the these definitions are coming from four diverse disciplines,
they align well and practically highlight the same important property: person-
alisation deals with tailoring user interactions (underlined in the definitions)
through leveraging the available user information (double underlined).

2.1 User Modelling

The latter part, which encapsulates system representation of the user, is referred
to in the literature as the user model [57], while the process of populating the user
model data is user modelling. User modelling is an established research area that
developed over the last three decades a broad range of tools and algorithms [33].
They generally aim at obtaining some user information required by the system
for the purposes of the subsequent service personalisation. In the following sub-
sections, we will discuss various considerations pertaining to the user models and
the user modelling process.

To better illustrate the interplay between user modelling and personalisa-
tion, we first introduce the so-called personalisation cycle [12] (see Figure 2).
The cycle consists of two main components: the user modelling component and
the personalisation component. The former typically interacts with the user or
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Fig. 2: Personalisation cycle

gathers user information and is in charge of populating the user models, while
the latter is the one actually carrying out personalisation for the user, e.g., fil-
tering news items or recommending movies. The two components are linked and
equally important. The user modelling components send the user models, which
facilitates personalisation, to the personalisation component. When the person-
alisation task is completed, the outcome is sent back to the user through. It is
important to note that any user feedback on the personalised service can be ex-
ploited to refine the user models, which closes the feedback cycle. For example,
if the user rejects the list of items recommended by the system, this may mean
that the user models are imprecise or outdated, and, as such, the user modelling
component may need to request new information from the user.

2.1.1 User Modelling Paradigms

Several user modelling paradigms can be considered. We will briefly overview
them and mention their applicability to various situations. The most basic user
modelling paradigm is customisation [7]. Here, the user controls the content of
the user model and can inspect, adjust, and refine this. In essence, this can be
considered as a very rudimentary level of user modelling, as the modelling func-
tionality is carried by the user rather than by the system. This also constitutes
one of serious limitations of this paradigms, as the users are unlikely to be willing
to actively maintain their models.

The next paradigm is stereotyping, according to which the user is mapped
into a stereotypical group of other users sharing a certain property or charac-
teristic [75]. This is one of the earliest user modelling methods that resembles
the personas used for user-centred design tasks. For instance, in the context of a
news Web-site, a user can be interested in politics, finances, or sports, whereas
a movie recommender can categorise the user as a comedy-, drama-, or thriller-
lover. One can argue that since a user is mapped into a stereotypical group, the
personalisation that this user modelling paradigm facilitates is not really tailored
to them, but rather group-based. On the contrary, this paradigm is fairly simple
and can be of use at the initial stages of user interaction, when little information
about the user is available.

A more fine-grained view of the user is offered by overlay models, which are
used often in the eLearning domain and adaptive tutoring systems [22]. These
models inherit their representation from the domain models encapsulating var-
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ious domain concept, e.g., a taxonomy of news topics or an ontology of movie
genres, directors, actors, and so on. Following this common representation, the
users are represented by numeric values reflecting their interest in (or knowl-
edge of) various domain concepts. This value can either be a qualitative, e.g.,
low-medium-high, or a quantitative, e.g., probability of interest in the concept,
measure. The existence of the links between the domain concepts allows for an
inference of unknown interest values for some concepts.

Finally, the most advanced and most commonly used paradigm focuses on
the elicitation of the user modelling data [66]. Users leave identifiable traces
of interaction behind them, such that meaningful interpretation of these traces
allows to learn precious information about the users. For example, traces like
the Web pages viewed, purchased products, Facebook posts liked, reviews and
comments written, online friends, groups followed on Twitter, and many others
can indicate both the concepts the user is interested in and the respective level of
interest. Some insightful knowledge about the user can potentially be extracted
from those traces. It is important to mention that the elicitation of user models
can evolve over time, distinguish between short- and long-term models, and spot
fine-grained dynamic changes in user interests.

2.1.2 Implicit and Explicit User Modelling

There are two cardinal approaches for user modelling — explicit and implicit —
and it is important to distinguish between them, especially in the context of the
elicited user models.

The explicit user modelling relies on information provided by the user [70].
One of the common locations to collect this data is at the sign-up stages, when
the users are often required to provide their demographic and preference infor-
mation, such as address, age, gender, topics of interest, and type of subscription.
However, it is not unusual for users to provide additional information over the
course of their interaction with the service. Common examples of such explicit
data include item ratings in eCommerce sites, restaurant reviews in Yelp, or even
group membership in LinkedIn. As this information is explicitly provided by the
users, it is normally up-to-date and reasonably reliable. That said, it requires
an explicit user effort, which may not be seen as an inherent part of their in-
teraction with the service, and this is the main shortcoming of the explicit user
modelling. In addition to this, the users may not be willing to frequently update
their information, e.g., topics of interest, such that the freshness of the explicit
models needs to be re-validated occasionally.

On the flip side, implicit user modelling does not require any user effort, as the
required user modelling information is inferred (or mined) from the observable
user interactions [36]. To achieve this, the system monitors user interactions
with the system and other users, and then machine learning and data mining
techniques are applied to infer the required user information. There is plenty of
data that can potentially be valuable for such an inference; consider the browser
history, proxy server logs, past search queries, list of purchased items, examined
products, bookmarked pages, online followers and friends, posts commented on,
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links sent to friends, brands and companies liked, events attended, and many
other bits of readily available information. This information is rich and abundant,
but it needs to be mined in an intelligent and interpretable way.

The data mining techniques that can be applied to this data are also diverse,
such that the exact combination of the raw data to be mined and the technique
to be used depends mainly on the target application, i.e., what user informa-
tion needs to be inferred. It should be noted that the abundance of observable
user data and the fact that the users do not need to explicitly provide any in-
formation make the implicit user modelling method preferable over the explicit
one in practical personalised applications. Nevertheless, this method relies on
information mined automatically, such that it can naturally be error-prone and
less reliable than the explicit user modelling. Hence, much attention needs to be
paid to the inference of user modelling data and the appropriateness of the data
mining techniques exploited for these purposes.

Finally, the combination of explicit and implicit user modelling is a viable op-
tion. In fact, this is often used by commercial personalised systems. For example,
Amazon maintains the majority of their user models in the implicit way; they
monitor the purchased and examined products, reviews read by the user, sellers
examined, and so on. This data informs Amazon’s user modelling processes and
allows them to infer most of the required user models. On top of this, some
explicit information is also collected. For example, Amazon allow their users to
rate the items they purchase, leave textual reviews, and even mark products
that were purchased as presents for others (i.e., do not reflect user’s interests
and preferences). The explicit information is used to refine the implicitly built
models. Thus, hybrid user modelling, which effectively combines the explicit and
implicit method, usually achieves the most accurate user models and is exploited
by many practical systems [17, 86, 66].

2.1.3 User Model Facets

The next question that needs to be considered in the context of user modelling
refers to the user information that should be modelled by the system. There is no
single answer to this question, since, for example, a news filtering system needs
to exploit for personalisation purposes user models that are cardinally different
from the ones exploited by a movie recommender. Hence, we can only list a
number of possible facets of the user models, whereas the exact decision about
the type and representation of the user modelling data is left for the system
designers.

The possible facets of the raw user modelling data and features that can be
derived include:

— Knowledge. Particularly important for eL.earning systems, this information
represents the level of user’s knowledge in certain topics or concepts. This
can be represented either by a discrete level of knowledge or by a number
on a pre-defined scale. Overlay models can also be used, when the domain
structure is known, stable, and can be formalised.
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Background. Encapsulates user’s experience outside the domain of the system
and the expected level of background knowledge. Possible features included
in the background data are education level, profession or occupation, job
responsibilities, experience in similar domains, language skills, and more.
Note that these features are reasonably stable and do not change frequently
over time. They can be the basis for stereotypical user modelling.

Interests. User interests are crucial for various personalised information ac-
cess tasks, e.g., information filtering and retrieval. Most established ap-
proaches and exploited methods originated from information retrieval, such
as weighted lists of keywords and topic models. More powerful methods may
exploit the available semantic information linking various concepts and top-
ics. This facilitates hierarchical models that allow bottom-up and top-down
reasoning, and, consequently, a better personalisation.

Goals and motivation. This user modelling data contains the user’s targets
and the underlying reasons for achieving these targets. It may inform the
strategic goal of personalisation and be valuable, for example, for person-
alised persuasion purposes. While the means for achieving the target may
change, the overarching goal remains stable for a prolonged period.
Personality and traits. This relatively under-explored facet refer to the user’s
personality traits that define the user as an individual. These imprinted fea-
tures are generally stable and can be uncovered using validated behavioural
tools (or inventories). They may turn out highly influential, as a plausi-
ble explanation for many observable user behaviours. For example, user’s
high openness to experiences may be the underlying factor explaining the
observed curiosity in unusual news items and art-house movies alike.
Physiological signals. Likewise, observable physiological signals may turn out
to be very informative. For example, consider eye-tracking, skin conductivity,
or blood pressure user data. Combined with information about the stimuli
the user was exposed to, this data may paint a very precise picture of the
user emotions, and, in turn, their responses to the stimuli. Again, this may
reveal precious information about the emotional model of the user and allow
for very accurate personalised services.

Interaction with others. While all the previous facets referred to the user
as an individual, this category refers to observable user interactions with
other users. This information is plentiful in online social networks, which
are intended to be the gateways for such interactions. Such data can be
highly predictive of the user’s interests and preferences, since, according to
the homophyly principle, users are likely to friend and be in contact with
other users similar to them.

It is important to highlight that no single one-size-fits-all user model repre-

sentation can be developed, as different application domains and personalisation
tasks imply different user information to be derived. Although previous work
tackled the development of generic user modelling systems and servers [57, 53],
the term ‘generic’ referred to the system rather than to the user models. That
is, the aim was to develop an abstract and re-usable shell user modelling system
that could be filled with domain-specific concepts and rules.



Web Personalisation and Recommender Systems 9

2.1.4 Challenges in User Modelling

This user modelling discussion cannot be seen complete without raising several
practical challenges faced by the user modelling community. The first one is the
dynamic and sparse nature of the user modelling data [66] available to person-
alised systems. It should be mentioned that some user preferences, e.g., news,
books, or movies, may change quite dramatically over time. These changes are
not unusual and reflect the learning and development of the user as an indi-
vidual. An outdated (or new, in the extreme cases) user model may hinder the
provision of personalised services, so that the information captured by the user
model should change gradually and reflect the changes of the user. Questions
related to the fusion of old and new user modelling data, validity and expiration
of certain facets or the model, and processes that need to be put in place when
dealing with a new user require more research.

Another challenge in user modelling is context-awareness. According to the
definition coined by Dey, context is “any information that characterises the sit-
uation of an entity, which could be a person, place, or object relevant to the
interaction between a user and a system” [30]. Examples of such contextual pa-
rameters are the user’s location, presence of other users, time of day, day of week,
weather and temperature, mood, user’s device, and even communication network
conditions. As pointed out in the literature, user preferences are not necessarily
stable, but may be context-dependent [47, 76]. For example, a user may listen to
a different music when they feel happy and when they feel sad, or prefer different
meals when it is hot and when it is cold. Hence, the user modelling information
should not be considered in isolation, but rather be context-dependent. While
non-contextualised user models can convey the general user preferences, systems
should strive to collect more data and split the user models according to the
underlying contextual conditions.

This goal brings to the fore the problem of the user modelling data spar-
sity, as personalised systems may struggle to obtain enough user information,
especially at the initial stages of user interaction with the system. One possible
solution to this problem is through the mediation of user modelling data [14].
The main premise of the user model mediation is that data sparsity can be re-
solved by importing user modelling data and personal information from other
domains, systems, and devices. These include other personalised systems from
the same application domain, related systems from other domains, or even user’s
personal devices such as the mobile phone and activity tracker [10]. Another in-
teroperability approach considered focuses on cross-system user modelling and is
particularly applicable to the Social Web environment [1]. It was observed that
users often have accounts on multiple online social networks, e.g., Facebook,
Twitter, LinkedIn, and Last.fm. User modelling data collected by one network
may turn out valuable for another, and, as such, both could benefit from sharing
their information and improving the quality of the personalised services that are
provided to users.
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2.2 Adaptation and Web Personalisation

Upon collecting accurate enough user modelling data, Web systems can adapt
their services. The terms personalisation and adaptation are used interchange-
ably in this section. That said, they both refer to the same concept of exploiting
the collected knowledge about the users in order to improve the functionality
of a service or its interface. This can lead to a better appreciated service and
higher levels of user engagement, in turn, to more satisfied and more loyal users,
and, eventually, to increased profits of the service provider [56].

The research of adaptive hypermedia bloomed at the early stages of the
evolution of the Web, as we know it these days. This primarily referred to the
hypertext paradigm of Web 1.0 that, although not including the Social Web yet,
already posed a significant information overloading problem. The multitude of
links and pages on early content Web-sites (consider a news portal or a Web
directory service) necessitated the site designers to either include navigation
support tools in their sites or adapt the presentation of their content for the users.
Either of these can simplify the discovery of the desired content and improve user
experience. Adaptive hypermedia tools were taxonomised by Brusilovsky in his
seminal paper [20] and are summarised in Figure 3. We will briefly overview the
main techniques exploited by adaptive hypermedia.

2.2.1 Navigation Support

Offline objects are history-rich and can indicate their past usage or popularity
through signals like wear and marks. On the contrary, online objects are history-
poor; for instance, it is impossible to know which pages of a Web-site were
popular among other users or which outgoing links on a Web-page were clicked
more frequently than others. As such, Web-sites need to introduce visual cues
reflecting past usage and indicating likely navigation directions for the future.
These need primarily to be attached to links and pages, in order to support user
navigation and simplify browsing choices.

Direct guidance, such as “next post to read” or “most interesting link to
click” was among the first Web navigation support tools exploited online [51].
These may highlight links to the next content item of interest and simplify
navigation through indirect link recommendations. Although often seen by users
as potentially biased (recall sponsored links shown by search engines) and, thus,
hardly used nowadays, this navigation support practice is still of relevance in the
eLearning domain, where the content is ordered logically, objective, and highly
structured. There, direct guidance may streamline user’s navigation through the
educational content and at the same time not be perceived biased.

As the name suggests, link annotation techniques deal directly with augment-
ing links with visual cues reflecting their potential value for the user [45] (see
examples in Figure 4). The visual cues normally include icons communicating
the value of the content behind the annotated link for the user. Consider simple
yet effective and easy-to-grasp signals like traffic lights, stars, heat indicators,
‘new content’ icons, or popularity scores. These can be enriched by a brief tex-
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Fig. 3: Taxonomy of adaptive hypermedia techniques, from [20].

tual justification of the value of the content for the user, which can be shown,
for example, when the mouse hovers over the visual cue.

Another tool, somewhat controversial and not very popular nowadays is link
ordering [52]. It has been numerously shown that the top-shown links natu-
rally attract stronger levels of user attention than bottom links, e.g., in user
interaction with Web search engines [50]. This can be leveraged by putting the
most valuable links at higher positions in the shown lists. However, this solution
cannot be applied in some cases. For example, consider structured or ordered
content, geographical maps, images, or even links embedded in natural language
texts. In all of these, re-ordering the links may break the logical structure of the
content and not be accepted by users.

Link generation (or hiding) is an effective means to promote valuable (or
demote irrelevant) Web content [19]. This allows to direct (or restrict) navigation
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to content that is (or is not) expected to be valuable for the user. It is important
to note that link generation or hiding may substantially damage the Web-site
usability. For instance, returning site visitor may be disappointed if unable to
find the links they followed at their previous visit. Thus, this technique should
be applied in moderation and only when the levels of confidence in the expected
value of the content for the user are high.

Finally, site map is an outdated navigation support tool that allows users
to see the hierarchical structure of a Web-site content. This can potentially be
updated in a personalised manner, to highlight the most relevant for the user
content items. However, the risks of re-organising the site map are the same as
those of re-ordering the links. The site usually has a pre-determined structure
and altering the site map will not actually affect the structure of the site, such
that the users may find this change negatively affecting usability. Thus, this
technique is not in use any more.

2.2.2 Content Adaptation

While the above techniques consider navigation as a traversal of a graph linking
multiple documents, the presentation (or the content) of each individual docu-
ment can also be adapted. Perhaps, the most straightforward form of adaptation
deals with the adaptive presentation of the textual content, which can be tailored
to a variety of user characteristics, such as their background, language, knowl-
edge, interests, or goals [23]. Note that here we refer to the content only, i.e.,
sentences, paragraphs, or even entire pages. For instance, adaptive presentation
can include more content on topics of high interest or, on the contrary, remove
irrelevant or already known to the user content. This technique is widely-used
in the eLearning domain, where large volumes of content are available and the
presented content can be tailored to the knowledge and level of the student.
Alternatively, the presentation modality can be adapted as well. Consider
audio files that substitute written text for visually impaired people or pre-school
children who cannot read yet [32]. Even for the same user the content maybe
presented in different ways, e.g., depending on the user device and connectivity
conditions. For example, the layout and rendering of Web-sites often differs quite
substantially from the rendering of their same mobile sites, primarily due to the
differences in input technologies and user interaction patterns [31]. A more in-
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teresting form of adaptation will be across modalities [64]. For example, cooking
instructions can be presented in plain text, accompanied by photos, or be filmed,
so that the choice of the modality may depend on the user’s cooking skills.

2.2.3 Challenges in Web Personalisation

There are several open challenges on the boundary of user modelling and per-
sonalisation, which require attention of the research community. The first one
is the so-called filter bubble, which refers to the natural restrictions posed by
personalised systems in terms of the information the user gets exposed to [71].
Naturally, personalised systems will direct users to content that matches their
interests and information needs. But, if done too aggressively, this may never
surface information outside this ‘bubble’. For instance, consider a news filtering
system, which may inadvertently hide the news items about politicians, with
whom the user disagrees. Although these may be beyond the user’s direct inter-
ests, important news items about them should still be shown by the system, in
order to prevent the ‘bubble’ effect.

Another potential detrimental effect of personalisation is the privacy leak. On
the one hand, the quality of personalised services provided to the users is directly
correlated with the amount and freshness of information in the user models. On
the other hand, the level of user’s privacy is inversely correlated with the amount
of user information that gets exposed. Hence, there is a clear conflict here, which
is referred to as the privacy-personalisation trade-off [15,37,16]. Indeed, many
previous works showed that it is difficult to optimise both personalisation quality
and users’ privacy, such that various solutions that aim to find the sweet spot
between the two are required. The solution is probably user- and application-
dependent, and, as such, each needs to be considered individually.

Finally, an important challenge for the personalisation community is posed
by the ever growing Social Web. This new setting is unique and troublesome at
the same time, since every user is not only the consumer, but also the producer
of information. Thus, the quality of information is potentially lower than on
established curated channels and the information overloading problem is more
acute. The user model sparsity problem in the dynamic environment of the Social
Web should not be discounted either, as new information items appear more
frequently and in larger volumes. Numerous personalised solutions for the Social
Web have appeared recently [1]. Consider personalisation of tags in folksonomies,
recommendations of friends or events, network activity feed re-ordering, or even
job or company recommendations. Nevertheless, we believe that there is a broad
range of yet untapped use cases that need further work.

3 Recommender Systems

Recommender systems implement a specific type of personalisation that, as the
name suggests, recommends items to users. Recommender systems help users
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to make choices without sufficient personal experience of the alternatives. Al-
though various items can be recommended, the roots of the widely-deployed rec-
ommenders can be traced to the eCommerce and entertainment domains, where
they were used to recommend products to customers [61,80,81]. In a slightly
simplified form, eCommerce recommenders can be seen as tools that convert
Web-site visitors into customers, or at least, actively contribute to such a con-
version. Nowadays, recommender systems have spread far beyond eCommerce
applications and can be found in online social networks, eHealth applications,
tourism planning sites, dating sites, and many more.

Just like previously discussed personalised systems, recommenders can be
of value both for the user and for the service provider. For the former, they
can primarily help users to explore the range of options (think of an ocean of
products on Amazon or eBay), narrow down the set of relevant choices, find
posts or documents that are interesting, discover new opportunities, or even
be a source of entertainment. For the service provider, recommenders mainly
facilitate provision of a unique personalised service to the customers. This allows
to increase trust and customer loyalty, leads to more sales, improved click trough
rates, or higher conversion rates, opens new opportunities for promotion and
persuasion, and, ultimately, also allows to collect more user information and
enhance future recommendations. As a result, more and more Web-sites and
services integrate recommender systems into their systems and this technology
is deployed nowadays in practically any large-scale Web-site.

One of the comprehensive formulations of the recommendation problem was
given by Adomavicius and Tuzhilin in [3]. Given the profile of the active user
that includes past user behaviour/preferences and additional information (de-
mographic, social, task specific, and so on), the problem is to predict user-
personalised relevance scores for unseen and recommendable items. Having com-
puted these scores, the next task is to compile promising items with high score
into a good! recommendation list and to present the recommendation list to the
active user in the most way compelling way that will make them consume the
recommended items.

3.1 Collaborative Recommendation Methods

Collaborative recommendation methods are traditionally split into two families:
memory-based [68] and model-based [58]. These two are among the most studied
and most widely deployed recommendation methods. Thus, in the following sub-
section we will elaborate on these methods and discuss them in detail.

3.1.1 Memory-Based Collaborative Filtering

The ideas of recommenders can be traced back to the mid-90s. GroupLens mail
filtering service was among the first applications [72]. This capitalised on what

! Questions like “what is a good recommendation list?” and “how to evaluate recom-
mendations?” are complex questions that will be addressed later on.
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|| temi | em2 | fem3 | femd | ftem5 |
3 4 ?

Alice 5 4

Userl 3 il 2 3 3
User2 4 3 4 3 5
tser3 3 3 1 5 4
Userd 1 5 5 2 1

Fig. 5: Example collaborative filtering rating matrix.

nowadays would be called the wisdom-of-the-crowd and paved the way to Collab-
orative Filtering (CF), one of the most widely-used recommendation techniques.
The underlying idea of user-based CF is that people who agreed in the past, i.e.,
whose opinions were found to correlate, are also likely to agree in the future.
Thus, to predict in a personalised way a user’s relevance score for an item, CF
uses the scores of like-minded users, namely, of a set of very similar users. This
derives the three main steps of memory-based CF [68], which can be seen as a
variant of the well-known K Nearest Neighbours classification algorithm [54]:

— Similarity computation. Compute the similarity of the target user to other
users from their past rating scores.

— Neighbourhood formation. Select a small subset of users with the highest
similarity score to the target user.

— Rating score prediction. Aggregate the ratings of the neighbouring users to
predict the rating of the target user.

Consider the example matrix shown in Figure 5. This contains the ratings
of five users for five items given explicitly on a 1-to-5 star rating scale. The
goal of the CF process in this case is to predict the rating of Alice for Itemb.
In the similarity computation step, the degree of Alice’s similarity with each
of the other four users is computed. This can practically be done using a wide
variety of similarity metrics, such as the cosine similarity, Pearson’s correlation,
Euclidian distance, ranking correlation, or any other ordinal similarity metric
[5]. The similarity score is typically normalised to the [0,1] range, where high
scores indicate a high degree of user-to-user similarity.

Following this, the neighbourhood formation step typically aims at selecting a
subset of most similar users. This can be done in two ways: either (i) selecting all
the users, whose similarity with the target user is above a pre-defined threshold,
or (ii) selecting a set of K most similar users [42]. In our example rating matrix,
K = 2 most similar neighbours of Alice will be User2 and User3, since both, just
like Alice, rated highly Iteml, Item3, and Item4. The number of most similar
users needs in general to be tuned to the data. Too low number of neighbours
may not have enough data representativity and undermine the reliability of
the predicted scores, whereas too high number of neighbours may bring into
the neighbourhood users, who are not sufficiently similar to the target user. A
similar question will arise if using a similarity threshold for inclusion of users in
the neighbourhood.
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Once the neighbours are selected, the final rating prediction step of CF deals
with the extrapolation of the target user’s rating from the neighbours’ ratings.
Assuming that User2 and Userd are included in Alice’s neighbourhood, it is
reasonable to believe that Alice will like Item5, since both of her neighbours rated
Itemb highly. In practical CF systems, rating prediction is normally computed
as a weighted average of the neighbours’ ratings according to their user-to-user
similarity score [41]. This way, the ratings of more similar users are assigned
higher weights. Sometimes, the actual user ratings are normalised with respect
to the average rating of the user (or average rating for the item), in order to
eliminate individual biases.

Another variant of memory-based CF is item-based CF [61]. This can be
seen as a transposed variant of the user-based CF. Namely, the similarity is
computed between items rather than between users and a neighbouring set of
most similar items is identified. Following this, the rating prediction is done
through extrapolating the item rating from the ratings of the target user for
similar items. Technically speaking, the main CF logic of K Nearest Neighbours
remains unchanged; only that the similarity this time is item-to-item similarity.
Thus, in the example matrix in Figure 5, the similarity of Item5 with the four
other items will be computed. Assuming only K = 1 most similar item and that
Item1 included in the neighbourhood, the rating for Itemb is again expected to
be high.

Finally, we briefly discuss the advantages and shortcomings of memory-based
CF. The method is simple and easy to implement. In addition, in the most basic
form, it is a pure statistical method that does not rely on any side information
about either users or items [77]. However, memory-based CF requires a large set
of ratings to be available, which limits its applicability to sparse rating matrices,
new (or cold) users, and new (or cold) items. Since users rarely provide feed-
back on many items, the sparsity problem is a significant limitation, which has
been addressed in numerous works [46, 69]. In addition, the complexity of CF in
quadratic, with both the number of users and items in the rating matrix. Thus,
the scalability of the method is limited and it may not be suitable for large-scale
Web-based recommender systems. Again, numerous works tried to improve the
scalability of memory-based CF [82,28], the most notable of which led to the
development of model-based CF.

3.1.2 Model-Based Collaborative Filtering

Although early works on model-based CF had been published a long time ago
[44], this research area has been substantially boosted by the Netflix Prize com-
petition that started in 2007 [9]. There, Netflix offered a $1M award for improving
the accuracy of the then deployed movie recommender system by 10%. Hundreds
of teams participated in the competition for about three years and many of them
used model-based methods. Since then, many model-based methods have been
proposed and evaluated, the most prominent one being a latent model called
Matriz Factorisation (MF) [58].
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Fig. 6: Simplified Latent Space.

The main idea underlying MF assumes that the rating matrix, such as the
one shown in Figure 5 can be decomposed (or factorised) into a product of
two low-dimension latent matrices — latent user matrix and latent item matrix.
These encapsulate the representations of users (or items) in the latent space, such
that every row of the matrix corresponds to a user (or item) vector. The main
premise of such a factorisation is that if the product of the two latent matrices
can accurately approximate the existing ratings, it can also accurately predict
the missing ratings. The prediction of a user rating for an item is computed as
a product of the two relevant latent vectors.

For example, consider a sample two-dimensional latent space, as shown in
Figure 6. Note that the dimensions of the space are latent and not necessar-
ily explainable. However, both user vectors and item vectors are consistently
mapped to the same latent space in a way that reflects their similarity by their
closeness in the space, i.e., low distance. Thus, the vectors in the factorised la-
tent matrices are mapped to the latent space, such that similar users and similar
items are located nearby in the space. In this setting, the recommendation task
can be seen as an expanding localised search. That is, items located near the
target user in the latent space are likely to be similar to the user, i.e., to be liked
by the user.

Overall, MF trades complex factorisation-based model building for fast rat-
ing prediction generation, such that the main task of MF can be seen as the
factorisation of the original rating matrix into the product of the two latent ma-
trices. For this, the latent matrices are initialised and then iteratively refined,
such that the overall error function measuring the differences between the actual
ratings in the dataset and the predicted ratings is being minimised. There are
two popular approaches to refining the latent user and item matrices. Stochastic
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Gradient Descent concurrently optimises the two matrices using the error func-
tion, whereas Alternating Least Squares fixes one of the matrices and optimises
the other one and then vice versa [59].

To sum up the collaborative methods, we compare model-based CF to its
memory-based MF counterpart. The most important advantage of MF over CF
lies in its scalability. Since the factorisation and the production of the latent
matrices can be taken offline, whereas the rating prediction only requires multi-
plying the relevant latent vectors, MF achieves constant-time recommendations.
On top of this, the Netflix Prize competition clearly showed that MF allows the
recommender to achieve better accuracy levels than CF [9,79]. This is mainly
attributed the the ability of MF to uncover often unexpected dependencies in the
data, which come through the latent matrices. That said, the parameters of MF
need to be tuned carefully, to prevent overfitting and allow incremental updates
of the rating matrix without complete re-factorisation. Also, the reasons for item
recommendations in MF may not be as evident as in CF, which complicates the
explanation of recommendations and potentially detracts from user experience.

3.2 Content- and Critique-Based Methods

One of the immediate limitations of CF — be it memory- or model-based — is
its pure statistical nature, which disregards any item information that may be
available. However, this information may turn out valuable. For example, if the
user prefers to read sports news items, and, particularly, about the games of
their favourite football team, this information can drive the recommendation
process. This is the underlying idea of Content Based (CB) filtering — it aims to
learn features of the items preferred by the user and then to recommend similar
items having the same features [29].

CB filtering techniques can be traced back to Information Retrieval methods,
where they were extensively used to retrieve similar textual documents. The
documents, as well as the user model, were represented by their textual content,
e.g., using the TF-IDF vectors [8], and documents were retrieved based on a
comparison between their content and the user model [60]. Turning to CB item
recommendations, the main difference lies in the representation of the items and
users through a set of domain features, while the filtering itself can be realised
by practically any machine learning method.

A question that needs to be addressed in this context is “what can be seen as
the content features”? The answer is clearly domain-dependent. For instance, for
book recommendations, the book title, genre, author, type, price, and keywords
can be the features, while for movie recommendations we would use the director,
producer, actor, genre, and plot summary. Although the features are domain-
dependent, note that the ‘genre’ feature is common to both recommendation
tasks. Thus, as will be discussed later, it can be the basis for knowledge transfer
and cross-domain recommendations [25].

It is also important to highlight the cardinal differences between CF and CB
recommendations. The notion of the former is “recommend items liked by similar
users”, whereas the latter basically “recommends items similar to items liked by



Web Personalisation and Recommender Systems 19

the user”. Thus, the reliance of CB on the availability of numerous ratings is
weaker than that of CF, and, consequently, its data sparsity problem is not as
acute [13]. Indeed, a CB recommender can be bootstrapped by a relatively small
set of ratings provided by the user and the sparsity problem will be alleviated
by the domain features. Since no ratings of other users are required, the system
cold start in CB recommendations is easier to overcome than in CF.

That said, a necessary pre-condition of CB filtering is a considerable domain
engineering and knowledge, in order to be able to populate the item features.
These features may not be easily available for some types of items, e.g., audio
and video content, or they may include features that are difficult to extract even
from textual documents, e.g., writing style, sentiment, or aesthetics. Finally,
since CB recommendations rely only on the ratings provided by the target user,
it may over-specialise and recommend only a narrow group of similar items [26].
This may practically limit the diversity of the recommendations and should also
be considered by system designers.

Another type of recommendations that also relies heavily on the available
domain-knowledge is critique-based recommenders [27], which can be seen as a
re-incarnation of earlier knowledge-based recommenders [24] (were also referred
to in the past as conversational recommenders). These are interactive recom-
menders that help users navigate through the search space of available options
by gradually uncovering and refining the users’ needs. A typical interaction with
a critique-based recommender starts with the user explicitly defining their needs
using a set of domain features. In response to this, the system will show a set of
recommended items that answer these needs. Then, cycles of critique start: the
user examines the shown items, refines their needs, and is shown with a new set
of recommendations.

Note that in every cycle the user provides their ‘critiques’ of the shown items;
thus, the name of the approach. The critiques usually come to refine the pre-
viously stated user needs and are also expressed using the same set of domain
features. For example, the user may ask for cheaper items through the ‘price’
feature or for more recent items through the ‘age’ feature. Moreover, the user
can ask for cheaper and more recent items at the same, which is referred to in
the literature as a compound critique. Also note that in every cycle of interaction
with the recommender, the recently critiqued features are assigned the highest
relative weight [73].

Critique-based recommenders are often applied in dynamic environments,
where the users’ needs are likely to change frequently. Thus, user interaction with
these recommenders resembles a dialogue with an experienced sales assistance,
which puts the user in control and can potentially improve user experience.
However, it is unclear to what extent critique-based recommenders are actually
recommenders. They can be seen as exploration tools that only gradually elicit
user preferences and assist them in navigating the search space and do not exhibit
much intelligence on their own. The cost of knowledge engineering required for
modelling the domain and relationships between various items in critique-based
recommenders should also not be disregarded.
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Hybridization method = Description

Weighted The scores (or votes) of several recommendation techniques are
combined together to produce a single recommendation.

Switching The system switches between recommendation techniques depending on
the current situation.

Mixed Recommendations from several different recommenders are presented

at the same time
Feature combination Features from different recommendation data sources are thrown
together into a single recommendation algorithm.

Cascade One recommender refines the recommendations given by another.
Feature augmentation ~ Output from one technique is used as an input feature to another.
Meta-level The model learned by one recommender is used as input to another.

Fig. 7: Taxonomy of hybrid recommender systems, from [24].

3.3 Hybrid Recommendations

As already observed, every recommendation method comes with its own advan-
tages and shortcomings. Thus, it is only natural to consider whether individual
methods can be combined, in order to produce a hybrid recommender system
that leverages the advantages and masks the shortcomings of its individual com-
ponents. The potential of hybrid recommenders has been widely recognised [38,
18] — they were found to yield the most accurate and satisfactory recommen-
dations. This was also clearly shown by the Netflix Prize competition, where
the winning approaches were ensemble models including more than 100 recom-
menders. Furthermore, most practically deployed commercial recommenders are
rather hybrid systems.

Hence, we will list a number of high-level ways for hybridising recommender
systems. Note that we only list only the ways to hybridise recommenders (or
designs of hybrid systems, see Figure 7) as outlined in Burke’s seminal work
[24], and neither discuss specific systems nor compare their performance. Three
hybridisation designs should be distinguished:

— Pipelined Design. In this design, output of one system — be it user mod-
els, recommendations, or any other data — serves as the input for the next
system. This group includes (i) cascaded hybridisation, where one recom-
mender produces a coarse list of recommended items that subsequently gets
refined by another recommender; and (ii) meta-level hybridisation, where
one recommender collects user modelling data that is subsequently re-used
by another recommender.

— Parallelised Design. In this design, several system co-exist and independently
produce their outputs, which are then combined. Hence, parallelised design
can be seen as the least invasive hybridisation design. This group includes
(i) weighted hybridisation, where several recommenders predict item ratings
and their predictions are combined in a weighted manner; (ii) switching hy-
bridisation, where several recommenders predict item ratings and a criterion
is used to decide which one will be used for every recommendation; and (iii)
mixed hybridisation, where several recommenders generate recommendation
lists that are presented to the user for their selection.

— Monolithic Design. In this design, which is often seen as a virtual hybridi-
sation, there exists a single recommender system that exploits user models
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and data characterising several recommendation methods. This groups in-
cludes (i) feature combination, where several recommenders share and com-
bine their user modelling data, so that the combined data is used by the
target recommender; and (ii) feature augmentation, where several recom-
menders produce technique-specific features and data that are all fed into
the target recommender.

As mentioned earlier, hybrid recommenders leverage the advantages and at
the same time mask the shortcomings of individual recommendation methods.
Hence, they are the most popular and widely-deployed approach in practical
recommender systems. That said, there are plenty of methods to hybridise rec-
ommendation methods, there is no standard, and even in the research community
there are many under-explored options. The most studied methods are weighted,
switching, and mixed hybridisations, some of which are covered by [24]. On the
other hand, limited work investigated cascade and feature augmentation hy-
bridisations, whereas very little work concentrated on feature combination and
meta-level hybridisations.

3.4 Evaluation of Recommender Systems

A pivotal question in recommender systems deals with the evaluation of the
system performance and the quality of the generated recommendations. This
is a complex and multi-faceted question that can be addressed from various
perspectives, such as what items should be recommended, how to increase the
uptake of recommendations, and even what recommendation strategy maximises
the revenues. We argue that these questions should be methodically addressed
in two ways: (i) how to evaluate the performance of a recommender, and (ii) how
to measure the performance of a recommender. Thus, we will first discuss the
methodologies [35] and then specific metrics [39] that can be used to evaluate
recommender systems.

3.4.1 Evaluation Methodologies

To start with, we should clearly differentiate between academic and industry
evaluation practices. The former usually exploit offline datasets and focus on
novelty and reproducibility of the work. Thus, they typically compare the per-
formance of their system with prior works using a relatively small set of metrics.
On the other hand, practical industry evaluations focus on large-scale user sets
and tangible metrics, such as click-through rates, customer satisfaction, or even
sales and revenues. As a result, the methodology and evaluation metrics in the
industry are highly customised and tailored to their specific recommendation
scenario and application domain. Nevertheless, we will outline here a canonic
way to evaluate recommenders [35, 39].

System evaluations typically start with an offline evaluation that uses past
logs in order to train and evaluate recommendation algorithms, and establish
their internal validity. For this, one randomly selected share of logs — test set —
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B Training

B Test

Fig. 8: Training and test data split.

is withheld and used for performance evaluation. The remaining logs are used
as an input for training the algorithms and building the model. The model then
is applied to the test set and the outputs of the algorithms are compared to
the withheld data. The procedure of splitting the logs into the training and
test set, training the algorithms on the former, and evaluating them of the lat-
ter, is repeated many times to establish statistical validity. Popular evaluation
methodologies used in numerous works are 5- and 10-fold validations.

It should be noted that the training and test set should be disjoint, so that
the training data does not directly affect the recommendations and contaminate
the obtained results. Moreover, the test set should be selected at random across
the entire rating matrix, as shown in Figure 8. Selection of complete profiles of
random users for the test set will lead to cold users, for whom no training data
is available, and for whom, consequently, no recommendations can be generated
either. Likewise, selection of complete items for the test set will lead to cold
items, for which no recommendations will be generated. Thus, it is important to
ensure that all the users and all the items have an adequate representation in
the training data.

Once non-performing algorithms are filtered out, the evaluation proceeds to
user studies, which may provide a deeper insight than offline evaluations. These
can be carried out as either lab studies created specifically for the evaluation pur-
poses or field studies conducted in pre-existing real-world environments. In the
lab studies, many parameters and extrinsic variables can be controlled by the ex-
perimenters, although the participants often only mimic real-world interactions
and are not real system users, i.e., they do not actually purchase products or use
services, which may bias the obtained results. On the contrary, field studies have
the realism and validity of real users, systems, and interactions. That said, field
studies usually involve only small groups of users and the parameters are much
harder to control. Also, the users are intrinsically motivated to use the system,
which may lead to overly positive results.

User studies typically evaluate a number of variants of the system, and, in
addition to recommendation algorithms, can evaluate also user interaction as-
pects, such as interfaces or explanations. Thus, several experimental variants of
the systems are developed, and the users are recruited and randomised across
these variants. Note that intra-group, i.e., all the users are exposed to all the
variants, and inter-group, i.e., different groups of users are exposed to different
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variants, randomisations are possible. The users then use the variants they are
randomised to and various measurements are taken. These are either observa-
tions collected during the interactions or questionnaires that are administered
(before and) after the experiment. Also note that qualitative methods, like ques-
tionnaires, interviews, and focus groups, and quantitative methods, like evalua-
tion metrics and statistical tests, can both be exploited, depending on the goals
of the study.

Finally, live deployment, as the name suggests, deals with deploying the rec-
ommender in practice and evaluating it “in the wild”. It should be noted again
that this evaluation methodology is available primarily to large companies with
millions of users, who can deploy and, thus, thoroughly evaluate the performance
of their recommenders. They are also in the position to define their own perfor-
mance metrics that reflect their business goals. Notably, this type of evaluation
is perhaps the most objective and reliable one.

3.4.2 Evaluation Metrics

There is a wide range of metrics that can be used to evaluate recommender
systems. Our brief overview of evaluation metrics will mainly rely on the classifi-
cation introduced by Herlocker et al. [43] and recently re-visited by Gunawardana
and Shani [39]. As both highlight, the metrics they cover are by no means ex-
haustive, and system designers should consider their own success criteria and
derive respective performance metrics.

The family of predictive accuracy metrics focuses solely on the predicted
ratings of the recommended items. Thus, it measures how close the predicted
system ratings are to the real user ratings. Many derivations of the predictive
accuracy metrics exist, the most popular being the Mean Average Error (MAE)
and the Root Mean Square Error (RMSE). Both MAE and RMSE are predictive
error metrics, such that their low values mean lower errors and accurate recom-
mendations, while high MAE or RMSE values — inaccurate recommendations.
Normalised metrics or MAE and RMSE, namely NMAE and NRMSE, are also
in use. One real example of the RMSE metric was the Netflix Prize competition
[9], where the participants targeted to reduce the RMSE of the recommender
deployed by Netflix at the time by 10%.

Another family of metrics deals with the classification accuracy. These met-
rics, mainly inspired by Information Retrieval [8], disregard the actual item rat-
ings, but rather focus on separating relevant and irrelevant items. This requires
a relevance threshold to be defined, which may also rely on the predicted score of
the items. T'wo popular metrics in this family are precision, which quantifies the
fraction of relevant recommendations out of all the recommendations produced
by the system, and recall, which quantifies the fraction of relevant recommen-
dations out of all the good items that can be recommended by the system. We
would argue that recall is less common in recommender systems than in Infor-
mation Retrieval, since the complete set of relevant items is usually unknown.
Also, there exist several by-products of these metrics, such as F1, Precision@QK,
Mean Average Precision (MAP), and more.
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The last large family is ranking accuracy metrics. These go even further away
from the predicted scores and measure whether the system ranks items in the
correct way. Again, several levels of granularity for ranking accuracy metrics
can be considered. For instance, rarely used ranking correlation metrics mea-
sure whether the recommended and the real items are ranked in the same order.
Since the real ranking may not be known to the system, various relaxations of
this metric measure, for example, if the pair-wise order of the items is correct
(Normalised Distance based Performance Measure, NDPM) or if the top items in
the recommendation list are good (Discounted Cumulative Gain, DCG). A nor-
malised metric of DCG, called NDCG, is another popular metric that combines
properties of the ranking and classification accuracy metrics.

Many other metrics exists and are deployed in various recommendation sce-
narios. We will just list and describe a few of them:

— Coverage: What portion of items (users) can be recommended (get recom-
mendations)?

— Confidence: To what extent does the system trust its recommendations?

— Trust: How much do the users trust the recommendations generated by the
system?

— Novelty: Did the user know about the recommended items or are these new
to them?

— Serendipity: How surprising are the recommendations generated by the sys-
tem?

— Diversity: How diverse are the items included in the recommendation list?

— Utility: How much revenue (or clicks) do the recommendations create?

— Risk: How much risk for the users do the recommendations introduce?

— Robustness: How stable are the system recommendations to attacks?

— Privacy: How much sensitive information can the recommendations leak?

— Adaptivity: How quickly can the recommender adapt to environment changes?

— Scalability: Can the recommender still function when user/item base grows?

As can be seen, the list is quite diverse and the desired metrics to optimise
depend on the recommendation task and the application domain, and should be
picked by the system designers. In practice, the majority of research evaluations
focus on the predictive and classification accuracy metrics, while the others are
less popular or are measured in combination with them.

The qualitative methods are also important and should not be discounted
when considering the evaluation of recommender systems [55]. Qualitative tools
have been long applied in human-computer interaction in order to understand
users and their behaviour. Although not as scalable as their quantitative coun-
terparts, they allow for a deeper insight into the observable patterns of user
interaction with the system. Hundreds of validated tools for qualitative research
exist, including many specifically focussing on recommender systems. To name
just a few, there are validated tools for measuring perceived recommendation
quality and variety, perceived system effectiveness and usefullness, cognitive ef-
fort required to use the system, choice difficulty and satisfaction, interaction
and interface adequacy, intention to provide feedback, confidence and trust, and
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system-specific privacy concerns. These are valuable and can contribute to an
encompassing system evaluation.

3.5 Challenges in Recommender Systems

We will conclude the section on recommender systems with a few practical chal-
lenges. The first one is cross-domain recommendations [25]. It is common for
user preferences to span a number of application domains or recommender sys-
tems. For instance, it is not surprising for a user to watch science fiction movies
and also read science fiction books. Cross-domain recommender systems assume
that user preferences in one domain may inform user preferences in another do-
main and, as such, drive recommendations in another domain. This assumption
has been studied and validated in many works, and also yielded a number of
methods for knowledge transfer and cross-domain reasoning.

Another interesting challenge refers to group recommendations [65]. In many
domains the consumption of the recommended items occurs not individually,
but in small groups, e.g., family eating out in a restaurant or a group of friends
watching a movie together. In this setting, the recommender should consider not
only the preferences of the target user, who requested the recommendation, but
also of other members of the group. This topic is challenging since the group pref-
erences may not be known to the system. Although the preferences of individual
users may be known, their preferences as a group potentially reflect complex
social relationships between the group members [78]. For example, adults are
likely to accommodate the preferences of their children and not order spicy food
in a restaurant.

A related challenge is the one of bundle and sequential recommendations [85,
83]. Considering a prolonged user interaction with a recommender, we observe
that a recommendation is rarely requested individually. Sometimes, it comes
as part of a bundle that includes accompanying product or services, e.g., hotel
reservation that accompanies a booked flight or desert that accompanies a meal.
In these scenarios, the two items should not considered as two standalone rec-
ommendations, but rather as part of a recommended pair of items, or a bundle.
In a similar way, the user may interact with the recommender on a number of
occasions, e.g., requesting for a meal recommendation several days in row. Al-
though user preferences for a certain type of food may be clear and stable, the
system should preferably diversify its recommendations and not recommend the
same meal day after day [34].

Finally, another challenge that requires attention is that of user-centric mat-
ters in recommender systems [48]. Unlike other data mining applications, recom-
mender is a user facing system, the success of which depends to a large extent
on whether the users follow the recommendations. Thus, in addition to pure
algorithmic challenges, much attention needs to be paid to ‘soft’ issues, such as
explanation of recommendations, their persuasiveness, presentation of the rec-
ommendations, perceived user trust in the system, and others [84]. We argue
that these issues are as important as the algorithmic ones and should receive
appropriate attention from the research community.
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4 Summary

This paper summarises the course on Web Personalisation and Recommender
Systems, which was delivered at RussIR. The course included a thorough review
of the user modelling (section 2.1) and personalisation (section 2.2) technologies,
as well as collaborative (section 3.1), content-based (section 3.2), and hybrid
(section 3.3) recommendation methods. The techniques were accompanied by
numerous examples and references to specific works, addressing various aspects
of the discussed technologies.

These are all popular and steadily growing research areas. While user mod-
elling and personalisation are established research areas?, recommender systems
is a relatively new player that attracts nevertheless much attention®. In addition
to the conferences, two academic journals that cover these areas in depth and al-
most exclusively focus on personalisation are User Modelling and User Adapted
Interaction (UMUAI*) and ACM Transactions on Interactive Intelligent Systems
(TiiS%). The course summarised here can by no means cover such a large body
of research. Therefore, we refer the interested readers to additional resources,
where many more details and much more elaborate descriptions of these topics
can be found.

A great starting point is “The Adaptive Web” book edited by Brusilovsky,
Kobsa, and Nejdl [21]. This books covers many early techniques for user mod-
elling and Web adaptation, as well as several applications and challenges. The
basics of recommender systems are also presented in the book. However, much
more detailed discussion of recommender systems can be found in the “Intro-
duction to Recommender Systems” book by Jannach, Zanker, Felfernig, and
Friedrich [49]. It is also worth to mention the recently published “Recommender
Systems Textbook” by Aggarwal [4] and “Recommender Systems Handbook”
edited by Ricci, Rokach, and Shapira [74]. In addition to these, an important
online reference is the Coursera specialisation on Recommender Systems created
by Konstan and researchers from the University of Minnesota.

We hope that this course attracted the interest of the RussIR community to
personalisation and recommendations, and that it will trigger more work and
submissions to the above conferences and journals.
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