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We assessed the performance of large language models’ summarizing clinical dialogues using 
computational metrics and human evaluations. The comparison was done between automatically 
generated and human-produced summaries. We conducted an exploratory evaluation of five language 
models: one general summarisation model, one fine-tuned for general dialogues, two fine-tuned 
with anonymized clinical dialogues, and one Large Language Model (ChatGPT). These models 
were assessed using ROUGE, UniEval metrics, and expert human evaluation was done by clinicians 
comparing the generated summaries against a clinician generated summary (gold standard). The fine-
tuned transformer model scored the highest when evaluated with ROUGE, while ChatGPT scored the 
lowest overall. However, using UniEval, ChatGPT scored the highest across all the evaluated domains 
(coherence 0.957, consistency 0.7583, fluency 0.947, and relevance 0.947 and overall score 0.9891). 
Similar results were obtained when the systems were evaluated by clinicians, with ChatGPT scoring 
the highest in four domains (coherency 0.573, consistency 0.908, fluency 0.96 and overall clinical 
use 0.862). Statistical analyses showed differences between ChatGPT and human summaries vs. all 
other models. These exploratory results indicate that ChatGPT’s performance in summarizing clinical 
dialogues approached the quality of human summaries. The study also found that the ROUGE metrics 
may not be reliable for evaluating clinical summary generation, whereas UniEval correlated well with 
human ratings. Large language models may provide a successful path for automating clinical dialogue 
summarization. Privacy concerns and the restricted nature of health records remain challenges for its 
integration. Further evaluations using diverse clinical dialogues and multiple initialization seeds are 
needed to verify the reliability and generalizability of automatically generated summaries.
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Clinical history taking is one of the pillars of medical practice. This is especially true in the context of primary 
care where clinical history taking and examination take a central role. Clinicians have traditionally kept a 
record of their patient consultations. With the advent of the informatics era, this record has evolved into an 
Electronic Health Record (EHR) where, among others, a synthesized summary of a clinical conversation is kept, 
and produced either during or after each clinical visit. EHR usage has become a major burden for clinicians 
worldwide1,2. Several reasons explain this situation, such as the ever-increasing complexity of records and 
poor implementation of EHR systems3 as well as a growing shortage of clinicians, especially in primary care4. 
Effectively, EHRs consume a considerable amount of clinicians’ time5, and are considered one of the causes 
influencing their burnout6. The use of an automated approach to record keeping7 may prove to be a viable 
alternative.

Abstractive summarization involves generating lengthy summaries by rephrasing or using new words. This 
approach differs from extractive summarization, which combines important text from the source. However, 
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abstractive summarization comes with its own set of challenges. These challenges must be addressed to ensure 
the summaries are of high quality. The resulting summaries should be coherent and accurately represent the 
source text. To produce effective abstractive summaries, several key challenges need to be overcome: First, as the 
length of the source text increases, the risk of introducing irrelevant or repetitive content in the summary also 
rises, which can negatively impact the summary’s coherence and usefulness. Second, longer summaries require 
a deeper understanding of the relationships between the source text concepts and ideas, making it difficult 
for language models to maintain consistency and avoid contradictions. Third, computational complexity and 
memory requirements for generating longer summaries are significantly higher, which can hinder the training 
and deployment of large-scale models, especially in resource-constrained environments. Fourth, evaluating the 
quality of lengthy summaries becomes challenging, as traditional metrics such as ROUGE8,9 and BLEU10 may 
not fully capture the nuances and subtleties of longer, more complex texts. Fifth, ensuring that lengthy summaries 
remain faithful to the original text while maintaining a high level of abstraction is a critical challenge, as the 
models need to strike a delicate balance between comprehensiveness and conciseness. Therefore, developing 
advanced abstractive summarization models capable of addressing these challenges will be crucial for unlocking 
their full potential in various domains, including clinical settings, scientific literature, and legal texts.

Natural Language Processing (NLP) has been developing steadily, especially over the last decade, with the 
advent of word-vectorization11, transformer models12, and their derivatives such as BART13 and T514. Previously 
deemed as challenging, the possibility of abstractive summarization has become increasingly feasible with 
newer language models. This is a result of their flexible architectures, ability to fine-tune pre-trained models 
and improvements in the long text processing capability. Previously, one of the main barriers to perform clinical 
dialogue summarization was the ability to process full clinical conversations with deep learning architectures. 
Thanks to recent developments in transformer models, processing medical conversations in full is now feasible. 
The progress has been exponential the last years, scaling from a few hundred words for older transformers14 up 
to more than 1 million tokens (several books) for latest Google’s Gemini model15, which would suffice to process 
entirely a full patient record.

The aim of this exploratory study is to perform and compare a computational and human expert evaluation 
of abstractive summarization of clinical dialogues. This evaluation assesses the suitability of various NLP models 
for clinical use. The study compares the performance of the models using diverse evaluation metrics. Through 
this comparison, we seek to surface indicative empirical evidence regarding the most effective and reliable 
approaches for generating accurate, coherent, and contextually relevant summaries that can assist healthcare 
professionals in their daily practice. By evaluating state-of-the-art transformer-based architectures and Large 
Language Models (LLMs), we aim to gain insights into their strengths and weaknesses when applied to the 
domain-specific language and nuanced content of clinical dialogues. We assess the quality of the generated 
summaries using two approaches. First, we employ computational metrics that focus on common characteristics 
such as sentence similarity and semantic quality. Second, we conduct human expert evaluations. This dual 
approach ensures a comprehensive understanding of each model’s performance. We specifically focus on 
how well the models capture and present the critical aspects of clinical dialogues. This approach allowed us to 
evaluate the quality of the generated summaries. It shows that one system (ChatGPT) outperforms the rest both 
by human judgment and with most comprehensive computational metrics. Further studies, using larger datasets 
and more diverse initialization seeds, may be needed to replicate and re-affirm our findings.

Materials and methods
Extending previous research16, we evaluated fine-tuned and off-the-shelf language models deployed for a clinical 
dialogue summarization task. The summarized outputs were compared with a human-generated gold standard, 
and the quality of the output was further evaluated by clinician evaluators.

Experimental setup
We included five models pre-trained for the summarization task: two models were fine-tuned with clinical 
dialogues, one was trained only with general dialogues, one was trained for long summarization in books, and 
one was a general-purpose LLM. The main characteristics of the included models are as follows:

• BART-LSG-conv – This model is based on BART13 pre-trained with snippets from clinical dialogues16. We 
utilized the LSG attention mechanism17 to modify the model and increase the maximum allowed number of 
tokens to 8,000.

• BART-DnC (Divide-and-conquer) – Following the divide-and-conquer approach18, we utilized the pre-
trained model of16 to produce summaries of snippets. Subsequently, a second summarization step was de-
ployed to generate the final summary.

• LongDialSumm –  Long Dialogue Summarization mode l19 based on BART13 This model was not further 
fine-tuned.

• T5-Booksum - LongT520 model pre-trained for long summarization using the BookSum21 dataset.
• OpenAI’s ChatGPT (text-davinci-003 mode)l22.

The two fine-tuned models (BART-LSG-Conv and BART-DnC) using the clinical dialogue dataset were based 
on the best performing model in our previous study16 that are fine-tuned versions of BART (Available at  h t t    
p s : / /  h  u g g i  n g f  a c e  .   c o / d a f r a i l e / C l i n i - d i a l o g - s u m - B A R T     ) . The other models were deployed in a domain-agnostic 
manner, without any further training. The fine-tuned models where trained using the Huggingface’s transformer 
library with a Pytorch backend on Amazon Web Services (p2.xlarge) instances with an Nvidia Tesla K80 
GPU with 12GB or VRAM or a p3.2xlarge with an NVIDIA V100 GPU and 16GB of VRAM. Both instances 
were configured with 4-core CPU and 61GB of conventional RAM. Given that no additional fine-tuning was 
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performed on longer dialogues, we did not utilise different initialization seeds beyond the fine-tuning already 
reported in16. Training scripts are available in the Supplementary File 1 including model configuration and 
training configuration details.

Dataset
The dataset exploited in this study was sourced from 27 anonymized clinical dialogues recorded from primary 
care consultations, a subset of data reported by Quiroz et al.23. This data was further processed for summarization 
tasks as described by Navarro et al.16. For the models that were fine-tuned (BART-LSG-conv and BART-DnC), 
as the dialogue transcripts exceeded the token limit (512 or 1024 tokens) set by these language models, a pre-
processing phase was necessary. To preserve the structural integrity of the conversations, patients were assigned 
generic identities (Joe and Jane) while the clinician was generically named and referred to as “Doctor”. The 
transcripts were divided into 400-word segments, which were further refined to maintain semantically consistent 
pairs of clinician-patient interaction, i.e., a doctor’s question followed by a patient’s answer. A small portion 
of the segmented snippets (< 5%) was discarded due to the lack of relevant clinical content. These snippets 
contained non-relevant clinical text (such as administrative discussions), or were part of the introductory or 
closing parts of the conversations, without any medical relevance (e.g. discussing holidays).

The dataset was subsequently split in an 80 − 20 ratio for training and evaluation purposes. Given the data 
split ratio, 22 dialogues were used for training and the remaining 5 dialogues were used for evaluation purposes. 
In total the dataset contained 56,158 tokens for the clinical dialogues (41,501 for training + 14,657 for testing) 
and 9,784 in the summaries (7,040 for training and 2,744 for testing). The average dialogue length was 391.52 
tokens (median 418, standard deviation 85.28) and the average summary length was 66.42 tokens (median 67.5, 
standard deviation 21.42).

Evaluation
We kept the same evaluation subset used in our previous evaluation16. Given that the original snippet annotations 
did not generate full dialogue summaries, new expert-generated summaries were created by a clinician (DFN) 
and reviewed by a second clinician (AAL). To generate semantically self-contained summaries that were 
semantically contained in the dialogues, the human summaries conformed to two rules. First, they only used the 
vocabulary that was present in the dialogue (e.g. if a patient or doctor described a symptom as “out of breath” 
it would not use the more technical term dyspnea). Second, the human-produced summaries were created as 
a recollection of descriptive sentences, with minimal stylistic features (e.g. not splitting it into paragraphs or 
adding headings) and containing only a recollection of the clinically relevant information (e.g. past medical 
history, drug use, family history). An example of a generated summary by one of the language models and the 
human-generated summary (gold standard) is shown in Box 1 (the complete original dialogue is available in 
Supplementary File 1).

Evaluation metrics
Summaries were evaluated with quantitative and qualitative methods, using both automated and manual 
scores. For the automated scores, the ROUGE24 family metrics were used. Additionally, we used UniEval25 to 
automatically compute 4 quality dimensions (or, domains) of the produced summaries. UniEval, a unified multi-
dimensional evaluator for Natural Language Generation (NLG), reframes evaluation as a Boolean question-
answering task. By incorporating external knowledge and guiding the model with different questions, UniEval 
was shown to achieve a higher correlation with human judgements and demonstrated strong zero-shot learning 
capabilities in unseen evaluation dimensions and tasks25.

Qualitative evaluation
Five medically trained clinicians performed the human evaluation (TH, ZT, NA, AC, AS) assessing the summaries 
generated by the five systems and the gold-standard human-generated summaries. They were blinded regarding 
which system they were evaluating including the human summaries. To avoid priming, systems were presented 
in a random order, allowing the evaluator to access them in a non-consecutive way.

Human evaluators were explained the task and the scoring with respect to the different evaluation domains. 
The human evaluators followed the same 4-domain structure proposed in UniEval25: coherence, consistency, 
fluency and relevance. The evaluators were encouraged to resolve with the investigators any difficulties arising 
upon completing the first dialogue to ensure consistency in the evaluation.

LongT5-booksum summary: The Doctor meets with Joe, a student at the university who has been complaining of a feverish cough and sore throat for two weeks. He also complains 
about having pressure in his ear as well as a cold. The Doctor asks Joe if he is on any regular medicine, and Joe replies that he’s an international student studying business and finance 
from the United States. They discuss his family history, which includes his mother and his siblings. His father has heart disease, and his sister has surgery just two days ago. When the 
Doctor looks at Joe’s ear, he notices nodes of redness but doesn’t know whether it’s caused by a disease or a infection. The doctor decides to give Joe a penicillin to prevent him from 
getting sick again.

Human summary: Joe had a cough and a sore throat for the last couple of days. Today he wasn’t feverish when waking up, but he was the last two days and he has been taking ibuprofen. 
He has been sick like this a couple of times. A year and half ago, he had five tonsillitis episodes within the year. This time is different because he also has cough. He has no allergies. 
Occasionally he has difficulties with breathing when exercising but he has not been diagnosed of asthma. Joe is an international student from USA studying international business and 
finance. He doesn’t smoke and he drinks occasionally. His dad has heart issues due to high blood pressure. His sister has a heart condition too, she was born with and is having surgery. He 
doesn’t have a fever now. Tonsils are enlarged and lymph nodes are a bit sore, which is consistent with a viral infection. Doctor listened to Joe’s chest and is fine. Doctor takes a throat swab 
to rule out a particular type of strep, in case that he’s positive he would have to take penicillin for 10 days. Doctor orders penicillin one tablet twice a day. Joe will start the treatment until 
the results come back on Monday. He can take Ibuprofen, honey, lemon or Strepsils or Lozenges from the chemist. Joe will come back on Monday to check the results.

Box 1. Generated summary by LongT5-booksum model (top) and human-generated summary (bottom).
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The decimal scoring of UniEval was converted into a 5-point Likert scale to facilitate human evaluation. 
Instead of producing an overall score as in the UniEval metric, human evaluators were asked an additional 
question that reflected on the overall potential for clinical use: “To what extent do you think the summary could 
be used in a clinical setting? (e.g. to produce a progress, note in primary care)”, which was also evaluated on a 
5-point Likert scale. Following each question, a free-text box allowed the evaluators to justify their scores and 
provide examples. The obtained free-text feedback was evaluated by extracting the commonalities across the 
answers using a bottom-up thematic analysis26.

Statistical analysis
We calculated inter-rater reliability using intra-class correlation coefficients (ICC) between human evaluators 
themselves and between humans and the automated (UniEval) metrics. For this calculation, we used the average 
score across the evaluated dialogues for each evaluator, for each system and each dimension (one intra-class 
correlation coefficient for each dimension and system). Additionally, individual dialogue scores were calculated 
and are also reported in Supplementary File 2.

For the comparison between human evaluations and UniEval, an average score (converted to a decimal scale) 
for the human scoring was compared with the automated UniEval score. To compare the performance of the 
studied systems across the evaluated domains, we used repeated measures ANOVA, with a significance level 
set at p = .05, and a post hoc analysis using a t-test with the Bonferroni correction. We established comparisons 
between the model-generated and gold-standard human summaries using the scorings obtained from the 
human evaluation. Additionally, we repeated the analysis using the scores obtained with UniEval.

All the study methods were carried out in accordance with Macquarie University research policies. 
Experimental protocol was deemed exempt from requiring additional ethics approval by the Macquarie 
University, School of Computing Ethics liaison. Original data collection Ethics Approval available at27 where 
informed consent was obtained from all subjects and/or their legal guardian(s).

Results
In this exploratory study, when summaries were evaluated using ROUGE, the highest ROUGE-1, ROUGE-2 
and ROUGE-L-SUM scores were obtained by the BART-LSG-conv model pre-trained with clinical dialogue 
snippets, while ChatGPT scored the lowest for ROUGE-1 and ROUGE-L-Sum. For the ROUGE-L metric, 
BART-LSG-conv and LongDialSumm scored similarly, while T5-Booksum was the lowest for ROUGE-2 and 
ROUGE-L. Figure 1 represents the ROUGE scores across the different systems and evaluation metrics.

UniEval Scoring
Applying the UniEval scoring, ChatGPT scored the highest for coherence, consistency, fluency, relevance and 
overall. LongDialSumm achieved the lowest scores in all the domains except for consistency, where the lowest 
score was obtained by T5-BookSum (Table 1). Note that human-generated summaries were excluded from the 
automated UniEval evaluation, as they were used by UniEval as the gold standard to calculate the scores of the 
automated summarization systems.

Human evaluation
When clinicians evaluated the summaries concerning the four UniEval domains and an additional item judging 
the overall potential for use in a clinical setting, ChatGPT scored the highest in coherency, consistency fluency 
and clinical use, while human-generated summaries scored the highest in the relevance domain (Table 1).

The intra-class correlation coefficient showed generally excellent reliability among the human evaluators 
when comparing the averaged ratings across the evaluated dialogues. When comparing the averaged human 
evaluation with UniEval, excellent reliability was found for coherency, relevance and overall, while consistency 

Fig. 1. ROUGE scores by system.
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and fluency reached moderate reliability (Table 2). Supplementary file 2 contains the individual scores for each 
dialogue.

The repeated measures ANOVA test indicated a significant difference in the scores between the systems across 
all domains: F(5,20) = 28.18, p < .001, for the coherency domain, F(2.23,8.93) = 7.58, p = .011 for consistency, 
F(2.26,9.05) = 27.6, p < .001 for fluency, F(5,20) = 22.47, p < .001 for relevance and F(1.99,7.94) = 20.41, p < .001 
for the overall clinical use (Table 3 and supplementary file 3). The post hoc paired t-test using a Bonferroni 
correction showed that the means of several pairs were significantly different for human-generated and 
ChatGPT-generated summaries compared to all the other systems (Table 3 and supplementary file 3). When 
analysing UniEval automated scores, repeated measures ANOVA found significant differences for fluency 
(p = .008), relevance (p < .001) and overall (p = .003) (supplementary file 3).

Qualitative evaluation
Human evaluators provided comprehensive justifications for the scores they assigned across various domains, 
along with the overall clinical usefulness. These explanations offered valuable insight into the distinct types of 
errors and limitations that surfaced, as well as the main factors influencing their scoring decisions. We analyzed 
the feedback received for the potential clinical use and categorized it into three scoring categories. For scores 1 
and 2 (Poor Quality / Limited Usefulness), for score 3 (Adequate but Needs Improvement) and for summaries 
scores of 4 and 5 (Good to Excellent Quality).

For the category of coherency, evaluators frequently cited non-sequential sentence ordering and inconsistent 
verb tense usage as factors contributing to lower scores. Medium scores were given in cases where the system 
unexpectedly incorporated elements of the original dialogue. Higher scores were attributed to the presence of 
logically ordered sentences.

Regarding consistency, evaluators noted that low scores were primarily due to the usage of grammatically 
incorrect sentences, inaccuracies, factual errors, and the inclusion of hallucinatory content. Medium scores 
were triggered by the absence of certain clinical information, while high scores were reserved for summaries 

Domain ICC F df1 df2 p-value CI95%

Average fixed raters ICC human evaluation

 Coherency 0.971 34.201 5 20 < 0.001 [0.9, 1.0]

 Consistency 0.961 25.818 5 20 < 0.001 [0.87, 0.99]

 Fluency 0.959 24.691 5 20 < 0.001 [0.87, 0.99]

 Relevance 0.947 18.748 5 20 < 0.001 [0.82, 0.99]

 Overall (clinical use) 0.979 47.759 5 20 < 0.001 [0.93, 1.0]

Average fixed raters ICC human evaluation vs. UniEval

 Coherency 0.974 37.816 4 4 0.002 [0.75, 1.0]

 Consistency 0.658 2.925 4 4 0.162 [-2.28, 0.96]

 Fluency 0.689 3.213 4 4 0.142 [-1.99, 0.97]

 Relevance 0.901 10.105 4 4 0.023 [0.05, 0.99]

 Overall 0.89 9.132 4 4 0.027 [-0.05, 0.99]

Table 2. ICC coefficients for averaged scores by domain for all systems. Significant values are in bold.

 

UNIEVAL scores Coherence Consistency Fluency Relevance Overall     

LongDialsumm 0.53153 0.61116 0.6438 0.2597 0.5115

ChatGPT 0.9547 0.73634 0.9576 0.9437 0.8981

T5booksum 0.68484 0.56454 0.9341 0.6486 0.708

BART-DnC 0.59903 0.61694 0.7925 0.4575 0.6165

BART-LSG-conv 0.52529 0.69167 0.8451 0.4632 0.6313

Human 
evaluation 
scores Coherence Consistency Fluency Relevance

Clinical 
use

Human 
summaries 0.904 0.872 0.832 0.896 0.848

BART-LSG-conv 0.48 0.488 0.544 0.496 0.408

LongDialSumm 0.452 0.562 0.474 0.432 0.414

T5-BookSum 0.544 0.456 0.536 0.472 0.392

Bart-DnC 0.504 0.616 0.496 0.52 0.456

ChatGPT 0.973 0.908 0.96 0.886 0.862

Table 1. Automated UniEval and human evaluation scores for each system (average scores across 5 dialogues). 
Top result values are in bold.
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that demonstrated consistent information flow, even if the subject matter order was lacking. When evaluating 
fluency, evaluators determined low scores by the presence of nonsensical sentences and repetitive content. 
Summaries containing non-technical words received medium scores. High scores were assigned to summaries 
that were well-articulated and exhibited correct grammar. In terms of relevance, summaries with missing factual 
content typically resulted in low scores, whereas summaries with incorrect minor facts led to medium scores. 
High scores were given to summaries that captured key information, even if they omitted minor details.

In relation to the overall potential for clinical use, summaries falling under low scores were characterized by 
factual inaccuracies, deficiencies in crucial clinical information, incoherent sentence construction, disjointed 
information presentation, and poor language or grammar usage. These summaries are considered to have limited 
use or are deemed unusable in a clinical setting without substantial improvement. Summaries that garnered 
medium scores generally encapsulated the main points of the consultation. However, they could potentially 
be lacking in key details or contain inaccuracies. However, with a thorough review and necessary corrections 
or additions, these summaries could still be employed in a clinical setting. Finally, summaries awarded high 
scores exhibited high levels of accuracy, excellent structure, and effectively captured the central topics of the 
consultation. While they may contain minor errors, omissions, or areas necessitating improvement, they largely 
satisfy the requirements for clinical use, requiring little to no revisions.

Table 4and Supplementary File 4 provides a detailed breakdown of these factors, accompanied by specific 
examples that illustrate the feedback from the evaluators.

Discussion
The reported expert evaluation of clinical dialogue summarization suggests that while fine-tuned with clinical 
dialogues models (BART-LSG-conv) outperform those that were not fine-tuned with respect to classical 
evaluation scores (ROUGE metrics), this did not translate to improved quality or usefulness when more granular 
metrics such as UniEval or human evaluation were applied. Strikingly, the worst performing model with the 
ROUGE metrics (ChatGPT) consistently performed best when evaluated both with UniEval and human 
evaluation, outperforming all other models. ChatGPT results show significant improvements in the quality of 
the summaries compared to previously developed BART and T5 transformer models. Additionally, our findings 
suggest that the quality of the ChatGPT summaries may be comparable to the quality of human-generated 
summaries when assessed by clinicians. We have also shown a strong correlation between human evaluation and 
the automated UniEval metrics, validating the usefulness of this metric in the clinical summarization scenario.

While the existence of clinical dialogue datasets for summarization remains a major obstacle to the practical 
implementation of these approaches, thanks to the above developments, especially LLMs, the potential for 
producing, accurate, clinical dialogue summaries is within reach. Ultimately, they have the potential to advance 

Sum of square Mean square
F Statistic      
(df1, df2)     p-value

Coherency 32.276 6.4552 28.1845 (5,20) < 0.0001

Consistency 20.8323 4.1665 7,5815 (5,20) < 0.001

Fluency 245,524 49,105 27,6025 (5,20) < 0.0001

Relevance 35.0293 7.0059 22.4653 (5,20) < 0.0001

Overall 33.9617 6.7923 20.4076 (5,20) < 0.0001

BART-LSG-
Conv BART-DnC LongDialSumm T5-Booksum

Coherency

 Human * *

 ChatGPT * * * *

Consistency

 Human * *

 ChatGPT

Fluency

 Human *

 ChatGPT * * * *

Relevance

 Human *

 ChatGPT * * * *

Overall (clinical use)

 Human *

 ChatGPT * * * *

Table 3. Repeated measurements ANOVA scores for between systems differences and post hoc t-tests 
for model differences by domain using human evaluation scoring. *Denotes a significant difference (with 
Bonferroni correction applied for a baseline alpha = 0.05). Significant values are in bold.
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the development of tailored abstractive summarization tools for the healthcare domain, enhance communication 
among medical professionals, improve documentation accuracy, and consequently facilitate better patient care.

Strength and limitations
This exploratory study has several strengths. First, it produces an empirical comparison of pre-trained models 
deployed for clinical dialogue summarization tasks evaluated by expert users (clinicians) which provided 
a thoroughly evaluation of the models’ outputs, both quantitative and qualitative. Our study adds value to 
previous ones as it is able to produce full-dialogue summarization, compared to previous research16,28 that 
only produced summaries of clinical dialogue snippets, as models were unable to capture the entire clinical 
conversations, given the lack of powerful models with enough context length. It additionally compares various 
automated summarization evaluation methods, the established ROUGE family of metrics, and the newer, more 
comprehensive UniEval. One of the key limitations of our study concerns the lack of multiple initialization seeds 
for the fine-tuned models (BART-LSG-Conv and BART-DnC). Given that transformer models like BART are 
sensitive to their initial weights, using only a single initialization might not fully capture the models’ performance 
variability. While the pronounced performance gap between ChatGPT and other models suggests that different 
initialization parameters would unlikely affect our main conclusions, this limitation should be addressed in 
future work.

Our findings also align with previous findings regarding the advantages of using UniEval25, which are also 
supported by our work, demonstrating its applicability to new data with context-specific domain knowledge 
(clinical medicine) and a distinct textual structure (dialogues). Moreover, we also produced an original 

Low (1–2) Medium (3) High (4–5)

Coherency
Non-sequential order: Each sentence is not in sequential order. (BART-
DnC, Evaluator 5, Dialogue 1)
Mix of verb tenses: The mix of past and present tense makes this 
difficult to read and understand. (BART-DnC, Evaluator 5, Dialogue 1)

Incorporating dialogue: Starts somewhat 
coherent, but degenerates about 
halfway through when it incorporates 
some dialogue (“Doctor:“) and begins 
discussing 22q11. (T5-Booksum, 
Evaluator 1, Dialogue 5)

Adequate sequential order: The text 
coherently documents the key findings from 
the conversation in a sequential matter from 
the patient’s symptoms to their allergies and 
family history and then to the examination 
and plan. (ChatGPT, Evaluator 5, Dialogue 1)

Consistency

Incorrect sentences: “Sometimes it is just the right side. Sometimes it 
is just the click.” isn’t correct - it is only the right side, and the clicking is 
consistent. (BART-LSG-conv, Evaluator 1, Dialogue 2)
Lack of accuracy: Sometimes it is a combination of pain relief, time, 
time and possibly some specialized physiotherapy.” appears to be saying 
that he has used these treatments before, which isn’t accurate. (BART-
LSG-conv, Evaluator 1, Dialogue 2)
Factual errors: He is allergic and takes Diazepam five times a week.” this 
is wrong - he is not allergic to anything, and only takes the diazepam 
1–2 times per week. The name is incorrect (listed as John, when the 
document says Joe). (BART-LSG-conv, Evaluator 1, Dialogue 2)
Hallucination: […]makes up multiple surgeries that the patient didn’t 
have.” (LongDialogSumm, Evaluator 1, Dialogue 4)

Omitting (some) clinical information: 
The majority of facts listed are correct, 
although some modest errors above. 
Omits significant amounts about 
diagnosis, treatment and history/exams. 
(BART-DnC, Evaluator 1, Dialogue 3)

Consistent but lacking subject matter 
order: Consistent, however, misses a lot 
of important clinical detail compared to 
other models. And does not arrange subject 
matter within sentences in a sequence as 
one would expect for a clinical summary. 
(LongDialogSumm, Evaluator 2, Dialogue 1)

Fluency

Lack of sense: Very poor-quality sentences, at times using phrases that 
are themselves non-sensical such as “feverish cough”. (T5-Booksum, 
Evaluator 3, Dialogue 1)
Repetition: Not fluent. Long sentences, repetition in sentences. (BART-
LSG-conv, Evaluator 5, Dialogue 4)

Use of non-technical words: […] Text 
also uses words such as ‘a whole bunch 
of colds’ and ‘bugs’ which are not of very 
high quality for medical documentation 
purposes: ‘He has head airiness and 
pressure in his ears as well as a couple 
of times.’ (BART-LSG-conv, Evaluator 5, 
Dialogue 1)

Well-written, correct grammar: All the 
sentences make sense and are well-written. 
(ChatGPT, Evaluator 1, Dialogue 1)
Well-composed sentences make sense, and 
grammar is good. (ChatGPT, Evaluator 1, 
Dialogue 1)

Relevance
Missing facts: The summary is missing the majority of the relevant 
facts including examination findings, diagnosis, medication 
prescribed, follow-up plan and previous tonsillitis episodes […]. 
(LongDialogSumm, Evaluator 5, Dialogue 1)

Incorrect facts: Most facts are relevant, if 
somewhat butchered. More problematic 
is that the facts are often wrong. Missing 
much of the content it should have. 
[…] Interprets examination finding 
incorrectly (“little lymph nodes consistent 
with a virus or infection”) (T5-Booksum, 
Evaluator 1, Dialogue 2)

Important items are present: Summarizes 
many of the important features of the case. 
Could mention the past medical history and 
could also mention the plan for follow-up 
as well. Could also include exam findings. 
(BART-DnC, Evaluator 1, Dialogue 1)
Missing detail: Contains most components 
of a good history […]. However, it did not 
contain information including lack of regular 
medications, lack of past medical history and 
social history[…] It also did not document 
the examination findings or the time frame 
of his symptoms (2 weeks). (CHATGPT, 
Evaluator 5, Dialogue 1)

Clinical use

Unsuitable: I do not think this summary could be used in a clinical 
setting[…]. Its largest downfall is the lack of discussion regarding the 
management and follow-up plan for this patient and in documenting an 
impression or diagnosis. (BART-LSG-conv, Evaluator 5, Dialogue 1)
Irrelevant information: It also documents a lot of irrelevant 
information and misinterprets some information discussed pertaining 
to pathogens and the symptoms experienced currently versus in 
previous similar episodes of illness. (BART-LSG-conv, Evaluator 5, 
Dialogue 1)
Misinterpretation and lack of clinical information: Not usable in a 
real-world clinical scenario due to misinterpretation of examination 
findings and paucity of other clinical information required for a medical 
summary. (BART-DnC, Evaluator 2, Dialogue 1)

Missing important findings: This doesn’t 
include key exam findings and treatment 
plans. The facts are mostly correct. 
Discusses x-ray results at too much 
length. (LongDialogSumm, Evaluator 1, 
Dialogue 3)
Reasonable summary, however, some 
obvious mistakes. Missing some content 
about examination findings and the 
whole treatment plan/advice. (T5-
Booksum, Evaluator 1, Dialogue 4)

Concise enough: Can be used to provide a 
concise summary of the consultation, that 
the physician can then corroborate/explore 
further with the original medical progress 
note/consult notes. (CHATGPT, Evaluator 2, 
Dialogue 3)
Useful: Good note overall, but several 
minor mistakes as mentioned previously. 
This could actually be useful for a clinician. 
(CHATGPT, Evaluator 1, Dialogue 1)

Table 4. Human evaluation: examples by domain and reasons provided for each scoring.
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evaluation setting, comparing automated systems with human-generated summaries demonstrating that 
ChatGPT produces summaries comparable to the human ones, with important implications for the clinical 
documentation applications.

Several other limitations need to be highlighted. First, given the small number of dialogues in the dataset, 
we could not extensively fine-tune models for the summarization task, dismissing potential improvements 
achievable if a larger dataset was used. Likewise, our small number of clinical dialogues samples for evaluation, 
limits the generalizability of these findings and points to further evaluation with larger sets and across different 
specialties and medical domains. However, in this exploratory study, we have detected a strong signal favouring 
summaries generated by LLMs, consistently with the emerging literature exploring the capabilities of those 
models. Additionally, we have not explored in-depth parameter tuning, evaluated performance in a k-fold 
validation manner, possibly limiting the generalizability of results. In relation to reproducibility aspects and 
ChatGPT, while additional configurations or prompting strategies could have been explored, after initial testing 
and given the onerous task of manual evaluation by human experts we decided to focus on the best performing 
prompt and default configuration (reflecting the most likely scenario for regular non-technical users). Lastly, it 
is important to note the subjective nature of human evaluation scores. We mitigated this by pooling estimates 
of 5 clinical expert evaluators, presenting the responses in a random order to avoid priming, and masking the 
automatically generated summaries as well as the human-produced ones, to minimize potential interference 
with the scoring.

The strength of our ratings is confirmed by the standardized metrics of reliability (ICC), which is also 
maintained when compared with the automated metric UniEval. An additional limitation may have emerged 
from the quality of the human-generated summaries. As a single clinician produced those summaries, they 
may not be representative of the summaries produced in the clinical setting, as well as they may vary from one 
clinician to another. Considering that these summaries were produced also with some stylistic constraints, this 
might have penalized the ROUGE scoring of ChatGPT while also picturing the human-generated summaries as 
less stylistically adequate than expected. While not removing completely this limitation, we mitigated it by using 
another clinician to review and suggest corrections with the human-generated summaries.

Although the results of ChatGPT are encouraging an important limitation to its use surrounds the potential 
data privacy concerns that may arise from using it to process private medical information. In the light of this, it 
is important to note that open-source alternative and smaller-scale models that can run on premises or on the 
device may pose better alternatives and will require further evaluation, which we plan to conduct in the future.

Relation to previous research
Previous studies focusing on clinical dialogue summarization16,29 have not produced conclusive results. First, 
the length of the clinical conversations was unsuitable for earlier language models to process into a full, coherent 
summary and were limited to summarize snippets of conversations. Second, given the paucity of clinical data, 
it remained challenging to produce models that were reliable and performed the task consistently28, while 
summarization of other types of documents such as news30 or law texts31 had larger corpora available for training. 
Recent advancements can be seen in the creation of a contest of synthetic clinical notes and summarization 
evaluation32.

Our study also confirms the strong capabilities of the newer LLMs, illustrated by the GPT-derived models33. 
These models have outperformed previous approaches in several tasks34 including summarization, while 
not requiring special fine-tuning or retraining of a custom model and being able to respond to a wide range 
of questions and use cases. More recently, studies applied to the context of clinical summarization had also 
appeared35,36, showcasing the benefits of this approach in different types of medical text such as radiology 
reports37 and clinical dialogues.

The results of our study are also in line with previous summarization metric evaluations that showed the 
suboptimal quality of the ROUGE metrics9 especially when applying to the medical domain38 and increasing 
context length for multi-document summarization39. Among the limitations that ROUGE encounters when 
processing long text, is its reliance on overlapping n-grams to calculate its scores. This may explain partially how 
models using a zero-shot approach (such as ChatGPT) may underperform when measured with ROUGE, as 
they diverge more broadly from the expected summaries, particularly for long texts such as clinical dialogues. 
Further exploration of ROUGE as a metric is needed, especially for evaluating when the generated summaries 
differ from the gold standard while maintaining their quality. Likewise, this study confirms previous findings 
proposing new, automated, unified summarization UniEval metrics25. When deployed in a different evaluation 
scenario of summarizing clinical dialogues, these metrics still produced similar results to human evaluators.

Follow up research
Given the exploratory nature of our research, evaluating with a wider variety of clinical settings (primary 
vs. secondary care), different clinical specialties (with specific medical vocabulary and acronyms), as well as 
site- and context-specific variations (different hospitals using different vocabulary) are vital to ensuring the 
generalizability of our findings. Additional research needs to explore whether LLMs consistently summarize 
clinical facts present in clinical dialogues, ensuring accuracy, completeness and clinical usefulness. Recently, 
open-source LLMs have been released, including LLaMA39 and its derivatives40, and models trained on medical 
texts41. The use of open-source LLMs may provide similar performance advantages in summarization, while 
maintaining control over the model ownership and data governance. Moreover, the potential to be deployed 
locally, or be fine-tuned for specific tasks is particularly important in a highly regulated environment such 
as healthcare. In terms of metrics and evaluation, future research may include additional evaluation metrics 
suited for transformer-based architectures such as BERTScore42 or BARTScore43. Further metrics proposed for 
LLMs may include a more comprehensive approach such as an “ecosystemic” evaluation44. Additional benefits 
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may be ripped from an ensemble approach that combines a pretrained transformer to perform Named Entity 
Recognition, with an LLM such as a GPT or LLAMA tasked with the summarization and natural language 
generation parts.

While not the focus of this study, an important area of research refers to integrating these text automation tools 
in day-to-day clinical practice. As previous findings have shown, there is sometimes little correlation between 
model development, its reported performance, and its implementation in practice45. Exploring clinicians’ 
needs, the fit of automated summarization tools into clinical pipelines, and safe implementation in a high-stake 
scenario such as medicine remain open questions. In relation to these findings, integration with current or future 
EHRs and exploring user experience and interaction aspects of clinical dialogue summarization is a crucial step 
towards their swift and meaningful adoption, to ensure safety and usefulness, while complying with medico-
legal issues and potential clinicians’ resistance to change46.

Conclusions
Our exploratory findings suggest that LLMs such as ChatGPT can effectively perform clinical dialogue 
summarization tasks, consistently producing summaries not differing in quality from human-generated ones 
and outperforming previous approaches, while not requiring fine-tuning. In the LLM era, and especially when 
performing long-text summarization, the performance of ROUGE-based metrics may not reflect the real 
performance of the models, unfairly penalizing the models that have not seen domain-specific training data, 
while being more capable than their pre-trained counterparts. These findings question the usefulness of such 
metrics, pointing at potentially replacing them with more comprehensive metrics, such as UniEval. Lastly, our 
results indicate that clinical dialogue summarization is a feasible task in the era of LLMs. Exploring how to bring 
summarization into practice, especially considering privacy concerns and the restricted nature of health records, 
remains an open question.

Data availability
The data that support the findings of this study are not openly available due to reasons of sensitivity and are 
available from the corresponding author upon reasonable request. Data are located in controlled access data 
storage at Macquarie University.
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