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1 Introduction

Nowadays, the majority of recommender systems offer recommendations for items
belonging to a single domain. For instance, Sky recommends movies and TV
series, Zalando recommends clothing, and Spotify recommends songs and playlists.
These domain-specific systems have been successfully deployed by numerous
websites, and the single-domain recommendation functionality is not perceived as a
limitation, but rather pitched as a focus on a certain market segment.

Nonetheless, large e-commerce sites like Amazon and Alibaba often store user
feedback for items across multiple domains, and social media users often express
their tastes and interests for a variety of topics. It may, therefore, be beneficial to
leverage all the available user data provided in various systems and domains, in
order to generate more encompassing user models and better recommendations.
Instead of treating each domain (e.g., movies, books and music) independently,
knowledge acquired in a source domain could be transferred to and exploited in
another target domain. The research challenge of transferring knowledge and the
business potential of delivering recommendations spanning multiple domains, have
triggered an increasing interest in cross-domain recommendations.
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Consider two motivating use cases for cross-domain recommendations. The
first refers to the well known cold-start problem, which makes it difficult to
generate recommendations due to the lack of sufficient information about users
or items. In a cross-domain setting, a recommender may draw on information
acquired from other domains to alleviate such a problem, e.g., user’s favorite
movie genres may be derived from her favorite book genres. The second refers
to the generation of personalized cross-selling or bundle recommendations for
items from multiple domains, e.g., a movie accompanied by a music album similar
to the movie soundtrack. This recommendation may be informed by the user’s
movie tastes, extracted from rating correlations within a joined movie-music rating
matrix.

These use cases are underpinned by an intuitive assumption that there are
correspondences between user and item profiles in the source and target domains.
This assumption has been validated in several market basket analysis marketing,
behavioral, and data mining studies, which uncover dependencies between various
domains [69, 78]. Cross-domain recommender systems leverage these dependencies
by considering, for example, overlaps between the user or item sets, correlations
between user preferences, and similarities of item attributes. Then, they apply
a variety of techniques for enriching the knowledge in the target domain and
improving the quality of recommendations generated therein.

A vast literature exists on cross-domain recommender systems, with hundreds
of papers on the topic being published since 2005. To this end, the goal of the
chapter is not to provide a comprehensive review of that body of literature (see
Khan et al. [39] for a recent review). Instead, the chapter provides an overview of
the scenarios, where cross-domain recommendations are beneficial and categorizes
the methodologies available to materialize such recommendations.

The chapter is structured as follows. In Sect. 2 we formulate the cross-domain
recommendation problem, describing its main tasks and goals. In Sect. 3 we
categorize cross-domain recommendation techniques, and in Sects. 4.1–4.5 we
review these techniques. In Sect. 5 we overview cross-domain recommendation
evaluation. In Sect. 7 we discuss practical considerations around cross-domain
recommenders. Finally, in Sect. 6 we discuss open research directions.

2 Formulation of the Cross-Domain Recommendation
Problem

The cross-domain recommendation problem has been addressed from various
perspectives in different research areas. Aiming to unify these, we provide a
generic formulation of the cross-domain recommendation problem, focusing on the
existing domain notions (Sect. 2.1), as well as cross-domain recommendation tasks
(Sect. 2.2) and goals (Sect. 2.3), and finally discuss the possible scenarios of data
overlap between domains (Sect. 2.4).
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2.1 Definition of Domain

In prior literature, researchers have considered several notions of domain. For
instance, some have treated items like movies and books as belonging to different
domains, while others have considered action movies and comedy movies as
different domains. Here we distinguish between several domain notions according to
the attributes and types of recommended items. Specifically, domainmay be defined
at three levels (see Fig. 1):

• Attribute level. Items are considered as belonging to distinct domains if they
differ in the value of certain attributes, e.g., movies might belong to distinct
domains if they have different genres, like action and comedy movies. This
definition is rather vague and is mainly used as a means to increase the diversity
of recommendations (e.g., recommending thrillers to users, who only watch
comedies).

• Item level. Items are not of the same type, differing in most, if not all, of their
attributes. For instance, movies and books belong to different domains, even
though they have some common attributes (title, release year).

• System level. Items belong to distinct systems, which are considered as different
domains. For instance, movies rated in the MovieLens recommender and movies
watched in the Netflix streaming service.

In many real world scenarios, the distinction between the above levels is not
clear. For instance, we may have one domain that contains cinema movies and
another domain that contains TV series. These domains could be considered either
at the attribute or system level. Table 1 summarizes the notions of domains, listing

Target 
domain

Source 
domain

(a)

Movies:
commedy

Movies:
thriller

Target 
domain

Source 
domain
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Movies Food

Target
domain

Source 
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Theater
movies
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movies

Fig. 1 Notions of domain according to attributes and types of recommended items. (a) Attribute
level: same type of items (movies) with different values of certain attributes (genre: comedy vs.
thriller). (b) Item level: different types of items (books vs. movies). (c) System level: same type of
items (movies) on different systems (theater vs. TV)
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Table 1 Summary of domain notions, domains, and datasets/systems used in the cross-domain
recommendation literature

Domain notion Domains Datasets/Systems References

Attribute Book categories BookCrossing Cao et al. [11]

Movie genres EachMovie Berkovsky et al. [5]

MovieLens Lee et al. [42]

Cao et al. [11]

Education, sport HVideo Ma et al. [55]

Item Books, movies LibraryThing, MovieLens Zhang et al. [80]

Shi et al. [70]

Enrich et al. [18]

Imhonet Sahebi and Brusilovsky [67]

Movies, music Facebook Shapira et al. [69]

Books, movies,
music, TV shows

Facebook Tiroshi and Kuflik [75]

Tiroshi et al. [74]

Music, tourism – Fernández-Tobías et al. [21]

Kaminskas et al. [37]

Books, movies,
music

Amazon Hu et al. [33]

Loni et al. [52]

Zhao et al. [84]

Movielens, Douban Zhu et al. [86]

Clothing, sport,
home

Amazon Liu et al. [50]

Home, office,
music

Amazon Wang et al. [77]

Various types of
items

– Winoto and Tang [78]

Fu et al. [28]

Li et al. [47]

Amazon Hu et al. [34]

Yuan et al. [79]

System Movies Netflix Cremonesi et al. [14]

MovieLens, Moviepilot,
Netflix

Pan et al. [64]

Music Delicious,Last.fm Loizou [51]

Blogger, Last.fm Stewart et al. [71]

Various domains Delicious, Flickr,
StumbleUpon, Twitter

Abel et al. [1]

Abel et al. [2]

Yahoo! services Low et al. [53]

example papers, along with the type of domain and, when available, the datasets
or systems used for experimental evaluation. It can be seen that the focus of past
research works has been distributed across the three definitions of domain.
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2.2 Cross-Domain Recommendation Tasks

Cross-domain recommendation research generally aims to exploit knowledge from
a source domain DS to perform or improve recommendations in a target domain
DT . Analyzing the literature, we observe that the addressed tasks are diverse, and an
agreed-upon definition of the cross-domain recommendation problem has not been
formulated yet. Hence, some researchers have proposed models aimed at providing
joint recommendations for items belonging to multiple domains, whereas others
have developed methods to alleviate the cold-start and sparsity problems in the target
domain using information from the source domains.

Aiming to provide a unified formulation of the cross-domain recommendation
problem, we define the tasks we identify as providing recommendations across
domains. Without loss of generality, we consider two domains DS (source) and
DT (target). The definitions are extensible to multiple source domains. Let US and
UT denote the sets of users, and let IS and IT – the sets of items in DS and DT ,
respectively. The users of a domain are those who interacted with the items in that
domain (e.g., ratings, reviews, purchases). Note that not all the items in a domain
necessarily need to have interactions with the domain users, as some may have
content attributes that establish their membership in the domain.

Sorted in an increasing order of complexity, we distinguish between three
recommendation tasks (see Fig. 2):

• Multi-domain recommendation: recommend items in both the source and target
domains, i.e., items in IS ∪ IT to users in US ∪ UT .

• Linked-domain recommendation: recommend items in the target domain to users
from the source domain, i.e., items in IT to users in US , or vice versa, i.e., items
in IS to users in UT .

• Cross-domain recommendation: recommend items in the target domain to users
in the target domain, i.e., items in IT to users in UT .

Multi-domain approaches have focused on the provision of cross-system recom-
mendations, by jointly considering user preferences for items in multiple systems.
To generate such recommendations, a significant overlap between user preferences
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U
T
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ITIS

U
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U
T DT

DS
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U
S
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Fig. 2 Cross-domain recommendation tasks. Colored areas represent the target users and items.
(a) Multi-domain. (b) Linked-domain. (c) Cross-domain
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across the domains is needed. This is becoming increasingly feasible, since users
maintain profiles in various social media systems and there exist interconnecting
mechanisms for cross-system interoperability [10] and user identification [9]. The
benefits of multi-domain recommendations are also evident in e-commerce, where
cross-selling recommendations were shown to boost customer satisfaction/loyalty
and businesses profitability [17, 40]. For such purposes, approaches generally aim
to aggregate knowledge from the source and target domains.

Linked-domain approaches have been mainly explored to improve recommenda-
tions in a target domain where there is a scarcity of user preferences, either at the
user/item level (cold-start) or at the community level (data sparsity). To deal with
these situations, a common solution is to enrich the available knowledge in the target
domain with knowledge imported from the source domain. To generate this type of
recommendations, data relations (or overlaps) between the domains are needed, and
approaches aim to establish explicit or implicit knowledge-based links between the
domains.

Finally, cross-domain approaches have been proposed to provide recommenda-
tions in the target domain, where no information about the users is available. In
this case, there is no assumption of data relations or overlaps between the domains,
and the approaches aim to establish knowledge-based links between domains or to
transfer knowledge from the source domain to the target domain.

2.3 Cross-Domain Recommendation Goals

From the research and practical perspectives, it is important to match the recom-
mendation algorithms to the task in hand. For this reason, we initially present
a taxonomy of cross-domain recommendation goals. The taxonomy is described
in a solution-agnostic way: each problem is defined based solely on its goals—
disregarding how they are achieved, which will be discussed in Sect. 3.

At the first level of the taxonomy, we consider the three recommendation tasks
presented in Sect. 2.2, namely multi-domain, linked-domain, and cross-domain
tasks, which are the columns of Table 2. At the second level, we distinguish between
the specific goals addressed by cross-domain recommenders, which are the rows of
Table 2. We distinguish between the following goals:

• Addressing the cold-start problem. This is related to situations, in which the
recommender is unable to generate recommendations due to an initial lack of user
preferences. One possible solution is to bootstrap the system with preferences
from a data source outside the target domain.

• Addressing the new user problem. When a user starts using the recommender,
this has no knowledge of the user’s tastes and preferences, and cannot produce
personalized recommendations. This may be solved by exploiting the user’s
preferences collected in a different domain.
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Table 2 Summary of cross-domain recommendation approaches based on goals and tasks

Goal Multi-domain task Linked-domain task Cross-domain task

Cold start Wang et al. [77] Shapira et al. [69]

Hu et al. [34]

Zhao et al. [84]

New user Winoto et al. [78] Berkovsky et al. [4, 5]

Cremonesi et al. [14] Berkovsky et al. [6]

Low et al. [53] Nakatsuji et al. [58]

Hu et al. [33] Cremonesi et al. [14]

Sahebi et al. [67] Tiroshi et al. [75]

Braunhofer et al. [7]

Man et al. [56]

Fu et al. [28]

New item Kaminskas et al. [37]

Accuracy Cao et al. [11] Shi et al. [70] Pan et al. [64]

Zhang et al. [80] Pan et al. [59] Stewart et al. [71]

Li et al. [46] Pan et al. [63]

Tang et al. [73] Tiroshi et al. [74]

Zhang et al. [82] Loni et al. [52]

Liu et al. [49]

Taneja et al. [72]

Zhu et al. [86]

Ma et al. [55]

Yuan et al. [79]

Li et al. [47]

Liu et al. [50]

Diversity Winoto et al. [78]

User model Abel et al. [1]

Abel et al. [2]

• Addressing the new item problem. When a new item is added to a catalog,
no prior ratings for the item are available, so it cannot be recommended by
a collaborative recommender. This problem is particularly evident when cross-
selling new products from different domains.

• Improving accuracy. In many domains, the average number of ratings per user
and item is low, which may negatively affect the quality of the recommendations.
Data collected outside the target domain can increase the rating density, and
upgrade the recommendation quality.

• Improving diversity. Having similar, redundant items in a recommendation list
may degrade user experience. The diversity of recommendations can be improved
by considering multiple domains, better covering the range of user preferences.

• Enhancing user models. The main goal of cross-domain user modeling applica-
tions is to enhance user models. Achieving this goal may have personalization-
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oriented benefits, such as discovering new user preferences for the target
domain [71] or enhancing similarities between users and items [1, 6].

Table 2 maps the key cross-domain recommendation papers across these tasks
and goals. It is evident that cross-domain tasks are mainly used to address the
cold-start problem and reduce data sparsity, while linked-domain tasks are used to
improve accuracy and diversity.

2.4 Cross-Domain Recommendation Scenarios

In order to leverage cross-domain recommendations, source and target domains
must be linked. We refer to two domains being

• collaborative-linked if there are users or items with interactions in both domains
• content-linked if they share users or items with similar attributes
• context-linked if interactions share contextual attributes.

The type of overlap between domains may limit the choice of algorithms that can be
used for cross-domain recommendations. For instance, if two domains have items
or users that share attributes, but no users or items share interactions, collaborative
algorithms cannot be used for cross-domain recommendations [15].

We denote by UST the set of linked users. In the content-based linkage, two cross-
domain users are linked if they share attributes, e.g., linked in a social network,
have the same age, or tagged an item with the same tag. In the collaborative case,
users are linked if they have interactions in both the source and target domains.
Similarly, we denote by IST the set of linked items. In the content-based linkage,
items are linked if they share attributes, e.g., movies of the same genre. In the
collaborative case, items are linked if they have interactions in both the source and
target domains. Finally, we denote by CST the set of interactions linked by sharing
contextual attributes. For example, the same tag might have been used by users from
different domains or users might have rated items within the same context [60].

Extending the patterns described in [14], three basic scenarios of data overlap
between two domains S and T can be identified:

• User overlap: there are linked users, i.e., UST �= ∅.
• Item overlap: there are linked items, i.e., IST �= ∅.
• Context overlap: there are linked interactions, i.e., CST �= ∅.

Note that not all the combinations of these scenarios are possible: if there is no
overlap between users, items, and context, i.e., UST = ∅, IST = ∅, and CST = ∅,
cross-domain recommendations are not possible, as shown in [15].

The links between items, users and contexts are known a-priori and constitute
an explicit input for cross-domain recommendations. However, deep learning
techniques allows for a fourth scenario, where the domains are linked through
semantic concepts extracted from unstructured information, e.g., user reviews for
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items, rather than by the means of structured attributes. These semantic concepts
allow learning a-posteriori implicit relations between domains during the training
of the model. We refer to this fourth scenario as semantic overlap.

3 Categorization of Cross-Domain Recommendation
Techniques

Cross-domain recommendations have been addressed from various angles in dif-
ferent research areas. This has entailed the development of an array of approaches,
which in many cases are difficult to directly compare due to the diversity in the user
preferences they use, the cross-domain scenario they deal with, and the algorithms
and data they harness. In this section, we overview the different categorizations
proposed in the literature [8, 14, 22, 36, 43]. However, the published reviews
and categorizations often do not reflect the complexity of the space. Thus, in
the next section we will propose a unifying view for the existing cross-domain
recommendation techniques.

Chung et al. presented in their seminal work [12] a framework that provides
integrated recommendations for items that may be of different types and belong to
different domains. The framework accounts for three levels of integration: single
item type recommendations that consist of items of the same type, cross item
type recommendations that consist of items of different types that belong to the
same domain, and cross domain recommendations that consist of items that belong
to different domains. The authors stated that integrated recommendations can be
generated by following at least three approaches:

• General filtering. Instantiates a recommendation model for multiple item types
that may belong to different domains.

• Community filtering. Utilizes ratings shared among several communities or
systems that may deal with different item types and domains.

• Market basket analysis. Applies data mining to extrapolate hidden relations
between items of different types/domains and build a model for item filtering.

Loizou identified three main trends in cross-domain recommendation
research [51]. The first focuses on compiling unified user profiles for cross-domain
recommendations. This is considered as integration of domain-specific user models
into a single, unified multiple-domain user model, which is subsequently used
for generating recommendations. The second involves profiling user preferences
through monitoring their interactions in individual domains, which can be
implemented by agents that learn single-domain user preferences and gather them
across the domains. The third deals with combining (or mediating) information from
several single-domain recommender systems. A number of strategies for mediating
single-domain collaborative systems were considered: exchange of ratings, user
neighborhoods, user similarities, and recommendations.
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Based on these trends, Cremonesi et al. surveyed and categorized cross-domain
collaborative systems [14]. They enhanced earlier categorizations by considering a
more specific grouping of approaches: (i) Extracting association rules from rating
behavior in a source domain, and using the extracted rules to recommend items
in a target domain, as proposed by Lee et al. [42]; (ii) Learning inter-domain
rating-based similarity and correlation matrices, as proposed by Cao et al. [11] and
Zhang et al. [80]; (iii) Combining estimations of rating probability distributions
in source domains to generate recommendations in a target domain, as proposed
by Zhuang et al. [87]; (iv) Transferring knowledge between domains to address
the rating sparsity in a target domain, as proposed by Li et al. [44, 45] and
Pan et al. [62, 63].

For the last group, Li surveyed transfer learning techniques for cross-domain
collaborative filtering [43]. They proposed a categorization based on the type of
domain and distinguished between (i) system domains associated with different
recommenders and representing a scenario, where the data in a target recommender
are sparse, while the data in related recommenders are abundant; (ii) data domains
associated with multiple sources of heterogeneous data and representing a scenario
where user data in source domains can be obtained easier than in a target domain;
and (iii) temporal domains associated with distinct data periods and representing
a scenario where temporal user preference dynamics can be captured. Reflecting
these categories, three recommendation strategies differing in the cross-domain
knowledge transfer can be considered:

• Rating pattern sharing. Factorizes single-domain rating matrices utilizing user
and item groups, encodes group-level rating patterns, and transfers knowledge
between domains through the encoded patterns [44–46].

• Rating latent feature sharing. Factorizes single-domain rating matrices using
latent features, shares latent feature spaces across domains, and transfers knowl-
edge between domains through the latent feature matrices [62–64].

• Domain correlation. Factorizes single-domain rating matrices using latent fea-
tures, explores correlations between latent features in individual domains, and
transfers knowledge between domains through such correlations [11, 70, 80].

Pan and Yang identified in a survey of transfer learning three key questions [61]:
(i) what to transfer—which knowledge should be transferred between domains; (ii)
how to transfer—which algorithms should be exploited to transfer the knowledge;
and (iii) when to transfer—in which situations the knowledge transfer is beneficial.
Focusing on the first two, Pan et al. proposed a two-dimensional categorization of
transfer learning-based approaches for cross-domain collaborative filtering [62, 63].
The first dimension takes the type of transferred knowledge into account, e.g.,
latent rating features, encoded rating patterns, and rating-based correlations. The
second considers the algorithm, and distinguishes between adaptive and collective
approaches, assuming, respectively, the existence of rating data in the source domain
only, and in both the source and target domains.

More recently, Fernández-Tobías et al. stepped beyond collaborative recom-
mendations, considering approaches that establish cross-domain relationships not
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necessarily based on ratings [22]. They identified three directions to the cross-
domain recommendation problem. The first is through the integration of single-
domain user preferences into a unified cross-domain user model, which aggregates
user profiles from multiple domains and mediates user models across domains. The
second direction transfers knowledge from a source domain to a target domain,
and includes approaches that exploit recommendations generated for a source
domain in a target domain, as well as approaches based on transfer learning [43].
The third direction is around establishing explicit relations between domains,
which may be based either on content-based relations between items or rating-
based relations between users/items. The authors then proposed a two-dimensional
categorization of cross-domain recommendation approaches: (i) relation between
domains: content-based relations (item attributes, tags, semantic properties, and
feature correlations) vs. rating-based relations (rating patterns, rating latent factors,
and rating correlations); and (ii) recommendation task: adaptive models (exploit
source domain knowledge to generate recommendations in a target domain) vs.
collective models (harness data from several domains to improve recommendations
in a target domain).

4 Cross-Domain Recommendations Techniques

It is evident that the existing categorizations of cross-domain recommendation are
diverse. In this section we reconcile these categorizations in a way that captures
and unifies their core ideas. For this, we classify cross-domain recommendation
techniques into five categories, generally reflecting their evolution:

• Merging user preferences. User preferences from both domains are aggregated
in such a way that single-domain recommender systems can be used.

• Linking domains. Graph-based approaches, in which nodes from different
domains are linked by the means of shared attributes or interactions.

• Transfer learning. Knowledge obtained while training a model on the source
domain is transferred to make recommendations in the target domain.

• Co-training of shared features (multi-task learning). Multiple tasks are solved at
the same time in the source and target domains, to learn shared latent features.

• Deep learning. Neural network models are used to share/transfer latent features
across domains through unstructured semantic features extracted during training.

This classification is not always clear-cut, as some technique capture aspects from
different categories. We overview these five categories in the following sections.

4.1 Merging User Preferences

Merging user preferences from different source domains is among the most widely
used strategies for cross-system personalization, and the most natural way to address
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the cross-domain recommendation problem (see Fig. 3). This family of techniques
requires a partial user overlap between the two domains. Table 3 summarizes the
aggregation-based methods presented in this section.

Prior research has shown that rich profiles can be generated for users when
multiple sources of personal preferences are combined, revealing tastes and interests
not captured in isolated domains [2]. It has been also shown that enriching sparse
user preferences in a target domain by adding data from the source domains
can improve the generated recommendations under the cold-start and sparsity
conditions [67, 69]. This, however, requires considerable user data in multiple
domains and methods for merging the data, potentially represented in different
ways.

The most favorable scenario for aggregation-based methods implies that different
systems share user preferences of the same type and representation [3]. This sce-
nario was addressed by Berkovsky et al. with a mediation strategy for cross-domain
collaborative filtering [5]. The authors considered a domain-distributed setting,
where a global rating matrix is split, so that single-domain recommenders store
locally rating matrices having the same structure. In this setting, a target domain

Fig. 3 Merging user
preferences. Data sources
from different domains are
merged, and traditional
single-domain recommender
system is used on the merged
data

DTDS

+

recsysST

U 

IS IT

user preference
aggregation

active
user

target domain
recommendations

Table 3 Cross-domain user modeling and recommendation approaches based on merging
single-domain user preferences

Cross-domain approach Overlap References

Aggregating user ratings into a single
multi-domain rating matrix

UI Berkovsky et al. [5]

U Winoto and Tang [78]

U Sahebi and Brusilovsky [67]

U Shapira et al. [69]

Using a common representation for users U Abel et al. [1]

U Abel et al. [2]

Mapping user preferences onto
domain-independent features

U Loni et al. [52]

(U ) user overlap, (UI ) user and item overlap
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recommender imports the rating matrices from the source domains, reconstructs the
unified rating matrix, and applies collaborative filtering. Although this approach can
be seen as a centralized recommender with user data split across multiple domains,
smaller rating matrices can be efficiently maintained by local systems and shared
with the target domain only when requested.

Berkovsky et al. showed an improvement in the accuracy of the target domain
recommendations when aggregating ratings from several domains [5] . This was also
observed by Winoto and Tang [78], where the authors collected ratings in several
domains and conducted a study that revealed that even when there exists significant
overlap between domains, recommendation accuracy in the target domain improved
if only ratings from close domains were used. In addition, Winoto and Tang stated
that cross-domain recommendations might benefit serendipity and diversity.

Apart from serendipity and diversity, other benefits of cross-domain recommen-
dations have been identified. Sahebi and Brusilovsky examined the impact of the
size of user profiles in the source and target domains on the quality of collaborative
filtering, and showed that aggregating ratings from several domains improves the
accuracy of cold-start recommendations [67]. Similarly, Shapira et al. showed
substantial accuracy improvements yielded by aggregation-based methods, when
the available user preferences were sparse [69].

Related to these, Abel et al. studied aggregation of tag clouds from multiple
systems [1]. They evaluated a number of methods for semantic enrichment of tag
overlaps between domains, via tag similarities and association rules deduced from
the tagging data across systems. Analyzing commonalities and differences among
tag-based profiles, Abel et al. also mapped tags to WordNet categories and DBpedia
concepts [2]. They used the mapped tags to build category-based user profiles, which
revealed significantly more user information than system-specific profiles.

The final type of cross-domain recommendations based on user preference
aggregation is formed by approaches that map user preferences from multiple
domains to domain-independent features, and use these feature-based profiles for
building models that predict user preferences in the target domain. Loni et al.
developed an approach that encoded rating matrices from multiple domains as real-
valued feature vectors [52]. With these vectors, an algorithm based on factorization
machines [66] found patterns between features from the source and target domains,
and produced preference estimations associated with the input vectors.

Overall, this family of techniques constitutes one simple yet effective baseline
that should be included in any evaluation protocol, unless the overall size of the
merged domains makes the problem intractable.

4.2 Linking Domains

Instead of aggregating user preferences directly, several works focused on directed
weighted graphs linking user preferences frommultiple domains. Such inter-domain
correspondences may be established directly using common knowledge, e.g., item
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Fig. 4 Linking domains. A
graph is used to link items or
users from different domains

DTDS

recsysT

U

IS IT

target domain
recommendationsDS DT

multi-domain
graph

active
user

Table 4 Cross-domain recommendation approaches using graph methods

Cross-domain approach Overlap References

Linking user preferences via a multi-domain graph U Nakatsuji et al. [58]

U Cremonesi et al. [14]

U Tiroshi et al. [74]

U Farseev et al. [20]

Building semantic network linking domain concepts I Fernández-Tobías et al. [21]

I Kaminskas et al. [37]

(I ) item overlap, (U ) user overlap

attributes, semantic networks, association rules, and inter-domain preference-based
similarities or correlations (see Fig. 4). These offer valuable sources of information
for cross-domain reasoning. A recommender could identify potentially relevant
items in the target domain by selecting those that are related to others in the
source domains, and for which the user has expressed a preference. Besides,
inter-domain similarities and correlations can be exploited to adapt or combine
knowledge transferred from different domains. Table 4 summarizes graph-based
methods discussed in this section.

Nakatsuji et al. presented an approach that built domain-specific user graphs,
where nodes were associated with users and edges reflected rating-based user
similarity [58]. Domain graphs were connected via users, who either rated items
in several domains or shared social connections, to create a cross-domain user
graph. Over this graph, a random walk algorithm retrieved items liked by users
associated with the extracted nodes. Cremonesi et al. built a graph, where nodes
were associated with items and edges reflected rating-based item similarity [14].
The inter-domain connections were the edges between pairs of items in different
domains. The authors enhanced inter-domain edges by discovering new edges
and strengthening the existing ones. Tiroshi et al. collected a dataset containing
user preferences in multiple domains extracted from social network profiles [74].
The data was merged into a bipartite user-item graph, and statistical and graph-
based features of users and items were extracted. These features were exploited
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by an algorithm that addressed recommendations as a binary classification task.
Farseev et al. [20] proposed a cross-network model, which combined the individual
behavior, user communities, multiple social media sources, and heterogeneous data,
such as text and images. The relationships between users were modeled as a multi-
layered graph.

In a realistic setting, items can be heterogeneous, with no common attributes
between domains [76]. To address this, more complex, likely indirect relations
between items in different domains, may be established. Hence, when suitable
knowledge repositories are available, concepts from several domains can be con-
nected by the means of semantic properties, forming networks that explicitly link
domains of interest. Along these lines, Fernández-Tobías et al. [21] and Kamin-
skas et al. [37] developed knowledge-based frameworks of semantic networks
linking concepts across domains. These networks were weighted graphs, where
nodes with no incoming edges represented concepts from the source domain, and
nodes with no outgoing nodes represented concepts from the target domain. The
framework facilitated an algorithm that propagated the node weights, in order
to identify concepts most related to the source concepts. Implemented on top of
DBpedia, the framework was deployed to recommend music suited to places of
interest, related through concepts from several domains and spatio-temporal data.

4.3 Transfer Learning

We now survey cross-domain recommendation approaches that transfer knowledge
between domains, enhancing the information available in the target domain. The
knowledge transfer can be done explicitly via common item attributes, implicitly
via shared latent features, or by the means of rating patterns transferred between the
domains (see Fig. 5). Table 5 summarizes the methods presented in this section.

Fig. 5 Transfer learning. A
model is learned in the source
domain and used in the target
domain
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Table 5 Cross-domain recommendation approaches based on transfer learning. Other transfer
learning approaches are described in Table 7

Cross-domain approach Overlap References

Aggregating neighbourhoods to generate
recommendations

U Berkovsky et al. [5]

UI Tiroshi and Kuflik [75]

U Shapira et al. [69]

Exploiting user neighborhoods to enhance target user
models

I Stewart et al. [71]

Combining probabilistic user models U Low et al. [53]

Combining heterogeneous user preferences UI Pan et al. [64]

Extracting association rules from user rating behavior U Lee et al. [42]

Using latent features from source domains to
regularize latent features in target domain

UI Pan et al. [63]

Using contextual bandits U Liu et al. [49]

Modeling users, items and domains with tensors C Taneja et al. [72]

Using a mapping function between the latent factors
of the source and target domains

UI Man et al. [56]

(U ) user overlap, (I ) item overlap, (C) context overlap, (UI ) user and item overlap

The key idea behind transfer learning is that importing any user modeling data
from source recommenders may benefit a target recommender. For example, in
a collaborative system, cross-domain mediation may import the list of nearest
neighbors. This example is underpinned by two assumptions: (i) there is overlap
of users between domains, and (ii) user similarity spans across domains, i.e., if
two users are similar in a source domain, they may be similar also in the target
domain [5]. Aggregating the lists of nearest neighbors relies on their data in the
target domain only, which may be sparse and result in noisy recommendations.
Thus, one could import and aggregate also the degree of their similarity in the source
domain.

Weighted k-NN aggregation was further enhanced by Shapira et al. [69]. They
used multi-domain Facebook data to produce the set of candidate nearest neighbors,
and compute their similarity degree in the source domain. This allowed overcoming
the new user problem and the sparsity of ratings in the target domain. The authors
compared several weighting schemes, the performance of which was consistent
across metrics and recommendation tasks. Tiroshi and Kuflik also harnessed
multi-domain Facebook data [75]. They applied random walks to identify source
domain-specific neighbor sets, allowing to generate recommendations in the target
domain. These cross-domain mediation scenarios assume an overlap in the sets of
users. A similar scenario refers to a setting, where items overlap between the source
and target domains that paves the way for further mediation. One of them, involving
only two systems in the music domain, was studied by Stewart et al. [71]. The
authors leveraged the tags assigned on Last.fm to recommend tags on Blogger.
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Moving from collaborative to latent factor methods, we highlight two works
compatible with the user modeling data mediation pattern. Low et al. developed
a probabilistic model combining user information across multiple domains and
facilitating personalization in domains with no prior user data [53]. The model
was underpinned by a global user profile based on a latent vector and a set of
domain-specific factors that eliminated the need for common items or features.
Pan et al. dealt with transferring uncertain ratings, i.e., rating range or distribution
derived from behavioral logs, using latent features of users and items [64]. The
uncertainty was transferred from the source to the target domain and harnessed there
as constraints for a matrix factorization model. Taneja et al. [72] proposed a tensor
factorization algorithm, which transferred the knowledge in the two domains via the
genre of the heterogeneous items, clustered according to their features.

Lee et al. exploited rating patterns for cross-domain recommendation [42]. There,
global nearest neighbors were identified by adding the similarity scores from each
domain. Then, patterns of items commonly rated together by a set of neighbors
were discovered using association rule mining. Finally, rating predictions were
computed by the standard user-based collaborative filtering, but enhanced with the
rules containing the target items.

Pan et al. addressed the sparsity problem by exploiting user and item information
from auxiliary domains, where user feedback might be represented differently [63].
In particular, they studied the case of binary like/dislike preferences in the source
domain and 1–5 star ratings in the target domain. They performed singular value
decomposition (SVD) in each auxiliary domain, in order to separately compute user
and item latent factors, which were shared with the target domain. Specifically,
transferred factors were integrated into a factorization of the rating matrix in the
target domain and added as regularization terms, so that the characteristics of the
target domain could be captured. Man et al. [56] instead addressed the problem of
users and items with insufficient interactions in the target domain. The proposed
method learned the embeddings with traditional matrix factorization and then
trained a linear and non-linear mapping function to compute the embeddings in
the target domain given the embeddings in the source domain.

Liu et al. [49] proposed a transferable contextual bandit for both homogeneous
and heterogeneous domains. The use of transfer learning aimed to improve the
exploitation steered by the policy of the contextual bandit as well as accelerate its
exploration in the target domain. The proposed model leveraged both the source
and target domain simultaneously via common users and items, and then exploited
a translation matrix to match the different feature spaces.

Works by Li et al. [45], Moreno et al. [57], Gao et al. [30], Zang et al. [81] and
He et al. [31] transferred rating patterns across multiple domains with simultaneous
co-clustering of users and items. Clustering was achieved using a tri-factorization of
the source rating matrix [16]. Then, knowledge was transferred through a codebook,
a compact cluster-level matrix computed in the source domain. Missing ratings in
the target domain were predicted using the same codebook. However, Cremonesi
and Quadrana disproved the effectiveness of codebook-based transfer methods [15],
showing that the codebook could not transfer knowledge when source and target
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domains did not overlap. Therefore, it is still an open question whether codebook-
based approaches cab reliably perform knowledge transfer.

4.4 Co-Training of Shared Latent Features

Latent factors shared between domains can be exploited by cross-domain recom-
menders, as illustrated in Fig. 6. Instead of transferring knowledge, shared models
can be learned simultaneously in both the source and target domains. Table 6
summarizes the co-training methods presented in this section.

Pan et al. proposed to learn latent features simultaneously in multiple
domains [62]. Both user and item factors were assumed to generate the observed
domain ratings and their corresponding random variables were shared between

Fig. 6 Sharing latent
features. Latent features
models are learnt
simultaneously in the source
and target domains, requiring
identical user and/or item
features across the domains
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Table 6 Cross-domain recommendation approaches based on co-training. Other co-training
approaches are described in Table 7

Cross-domain approach Overlap References

Using latent factors to jointly factorize the
rating matrices in the source and target domains

UI Pan et al. [62]

Extending matrix factorization with latent
factors associated to social tags

C Enrich et al. [18]

C Fernández-Tobías and Cantador [23]

Sharing latent features via a user-item-domain
tensor factorization

U Hu et al. [33]

Constraining matrix factorization with
inter-domain similarities

U Cao et al. [11]

U Zhang et al. [80]

C Shi et al. [70]

(U ) user overlap, (C) context overlap, (UI ) user and item overlap
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probabilistic factorization models of each rating matrix. The factorization
method was further extended by incorporating factors capturing domain-specific
information, resulting in a tri-factorization scheme. A limitation of the approach
was that the users and items from the source and target domains had to be
identical. Zhang et al. adapted the probabilistic matrix factorization method to
include a probability distribution of user latent factors that encoded inter-domain
correlations [80]. One strength of this approach was that user latent factors shared
across domains were not needed, allowing more flexibility in the heterogeneity of
domains.

Rather than learning implicit correlations in the data, Shi et al. relied on shared
social tags to compute cross-domain user-to-user and item-to-item similarities [70].
In similar to previous approaches, rating matrices from the source and target
domains were jointly factorized, but user and item latent factors from each domain
were restricted, so that their product was consistent with the tag-based similarities.
Another way of exploiting co-training is to learn similarities from multiple domains
simultaneously. For instance, Cao et al. developed an approach, which implicitly
learned inter-domain similarities from the data as model parameters in a non-
parametric Bayesian framework [11]. Since user feedback was used to estimate the
similarities, user overlap between the domains was required.

Enrich et al. [18] and Fernández-Tobías and Cantador [23] studied the influence
of social tags on rating predictions, as a knowledge transfer approach for cross-
domain recommendations. The authors presented a number of models based on the
SVD++ algorithm [41], aiming to incorporate the effect of tag assignment into rating
estimation. The underlying hypothesis was that information about item annotation
in a source domain could be exploited to improve predictions in a target domain, as
long as a set of common tags between the domains existed. In the proposed models,
tag factors were added to the latent item vectors and combined with user latent
features to estimate ratings. In all the, models knowledge transfer was performed
through the shared tag factors in a collective way, since these were computed jointly
for the source and the target domains.

Hu et al. presented a more complex approach that considered also the domain
factors [33]. The authors proposed a tensor factorization algorithm that exploited
the triadic user-item-domain data. Specifically, they studied the use case, in which
the same set of users consumed and rated different types of items. In this case, rating
matrices from several domains were simultaneously decomposed into shared user,
item, and domain latent factors, and genetic algorithm was then deployed to estimate
the optimal weights of the domains.

4.5 Deep Learning

Deep learning can be deployed to design sophisticated cross-domain architec-
tures, where collaborative, content-based, and other features are shared across the
domains. One of the key advantages of deep learning over traditional machine
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Table 7 Cross-domain
recommendation approaches
based on deep learning

Cross-domain approach Overlap References

Transfer-Learning UI Zhu et al. [85]

U Yuan et al. [79]

U Hu et al. [34]

U Ma et al. [55]

US Fu et al. [28]

US Zhao et al. [84]

U Li et al. [47]

US Liu et al. [50]

Co-Training U Lian et al. [48]

U or S Zhu et al. [86]

US Wang et al. [77]

UI Kang et al. [38]

(U ) user overlap, (S) semantic overlap, (UI) user and
item overlap, (US) user and semantic overlap

learning method is the ability to design cross-domain recommender systems
between the domains without an explicit overlap of users, items, or attributes. This
is possible when the links between domains are created using features extracted
from the data. For instance, considering free-text reviews, users or items may be
linked if they share reviews expressing a similar opinion. These algorithms cannot
be directly mapped into one of the previous categories, although all of them adopt
either transfer learning or co-training to share knowledge between the domains
(Table 7).

4.5.1 Transfer Learning

Transfer learning is the most frequently used approach when implementing deep
learning algorithms for cross-domain recommender systems. In general, a neural
network model trained on the source domain is enriched with layers or components
aimed to learn a new model in the target domain.

Zhu et al. computed benchmark latent factors by merging the user and item
latent factors in both domains according to their sparsity and neighborhood [85].
Then, a deep function was used to map the benchmark factors with the ones
computed in each domain. Hu et al. leveraged unstructured text for collaborative
recommendations [34]. The model consisted of memory, transfer and prediction
modules. The user and target item were first embedded in a low-dimensional space.
The memory module modeled the relations between the text semantics, represented
via a dictionary of word embeddings, and user preferences. The transfer module
learned a non-linear function transferring knowledge from the embeddings of the
source items the user interacted with to the target item. The prediction module was
implemented as a multilayered perceptron (MLP) that predicted the user-item rating
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based on a concatenation of their embeddings. An additional layer considered the
outputs of all three modules and computed the predicted user-item score.

Zhao et al. developed a review-based model, where aspects were extracted from
reviews and used for knowledge transfer [84]. Users and items were represented
by documents containing all their reviews. The aspects were extracted using text
convolution and attention mechanisms, and the aspects were correlated across
domains by training on the overlapping users. For an overlapping user and a target
domain item, the user’s document in the source domain and the item’s document
in the target domain were used for rating prediction. In addition to reviews, Fu et
al. considered interactions and item features [28]. The model embedded reviews in
the user profile encoding and MLP transferred the latent factors. The domains were
linked by mapping the embeddings of overlapping users and the MLP generated
embeddings in the target domain from the source domain embeddings.

Li et al. proposed a model for bidirectional recommendations, able to generate
recommendations both in the source and target domains via a dual transfer learning
mechanism [47]. For this, a latent orthogonal mapping represented user preferences
in multiple domains in a way that preserved the relations between users across latent
spaces and allowed learning user similarity in both domains simultaneously. The
model represented users, items, and features by a latent vector computed with an
autoencoder based on an MLP. The information was transferred across domains
with a latent orthogonal matrix, which preserved the users’ similarity and allowed
for easy bidirectional transfer through a straightforward inverse. Liu et al. [50]
incorporated into a similar model user’s aesthetic preferences, associated with
personality [13]. These were extracted using a pre-trained aesthetic network and
assumed to be domain-independent. The embeddings of the user, source items,
target items, and aesthetic traits were used as input for a cross-transfer network
connecting the domains and facilitating bidirectional transfer.

4.5.2 Co-Training

Co-training in deep learning is used when there is a limited amount of labeled data,
but a large amount of unlabeled data. In the case of cross-domain recommender
systems, neural networks are used to jointly learn models for the source and target
domains, aiming at balancing and complementing their available data.

Multiple tasks are solved at the same time in the source and target domains to
learn shared latent features. Zhu et al. developed an algorithm building user and
item embeddings from heterogeneous sources: reviews, tags, user profiles, and item
features [86]. The embeddings were shared between the domains for overlapping
users and items. The model consisted of an embedding layer for interaction and
features, a sharing layer connecting the domains, and a layer aggregating domain-
specific and shared embeddings. Wang et al. proposed an adversarial model that
addressed the cold start and data imbalance problems [77]. The models learned
latent representations for users, items and user-item pairs, which were transferred
to the target domain. The functions used to transfer the embeddings were learned
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with a min-max adversarial game, in a way that the embeddings generated from
the source and target domains were indistinguishable. Reviews and images of
products were used to enhance the latent representation of items. Multiple strategies
were proposed for various scenarios of user and item overlaps between the two
domains.

Yuan et al. developed a pure collaborative model that transferred rating patterns
between domains having the same set of users [79]. First, the embeddings of
users and items were computed for each domain independently, and then all these
were fed into a neural network that generated recommendations for both domains,
balancing extraction of transferable rating patterns and predictive accuracy. Ma
et al. studied sequential recommendations in multiple domains [55]. Their model
contained a dedicated unit for cross-domain transfer that combined domain-specific
models using gated recurrent units (GRUs) and trained according to the data
timestamps. The representation learned in the target domain was combined with
the one learned in another domain, such that the recommendations were computed
using information from both the domains.

Lian et al. [48] proposed a hybrid model, where both collaborative and content-
based data were represented in the same latent space and used a deep mapping
function between the source and target embeddings. Kang et al. [38] addressed
the issue of a limited number of overlapping users by proposing first to learn their
embeddings in a metric space, and then to learn a mapping function by taking into
account both the overlapping users in a supervised way and the non-overlapping
items and users in an unsupervised way, therefore, including in the learning process
the user’s neighborhood.

5 Evaluation of Cross-Domain Recommender Systems

A central topic of research in cross-domain recommender systems lies in the
evaluation of recommendation algorithms. Although the type of issues covered
by cross-domain recommender systems has gradually expanded over the years,
classical rating prediction and top-N recommendation problems still attract most of
the attention, and the research community has developed a seemingly standardized
way of evaluating these problems.

In the vast majority of published papers, algorithms are compared through offline
experiments on historical data. Such experiments are typically easier to conduct
than online studies and live evaluations, as they require no interactions with real
users [27, 68].1 With offline experiments, a system is evaluated by analyzing past
user preferences. Thus, progress can be claimed if a new algorithm is better at
predicting test data than previous ones in terms of predictive error measures (MAE,

1 The reader is referred to Chap. 29 for an extensive discussion on the different methods used to
evaluate recommender systems.
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Table 8 Metrics for evaluation of cross-domain recommender systems

Category References

Error metrics Berkovsky et al. [4, 5] Hu et al. [33]

Berkovsky et al. [6] Sahebi et al. [67]

Pan et al. [59] Shapira et al. [69]

Winoto et al. [78] Loni et al. [52]

Cao et al. [11] Man et al. [56]

Nakatsuji et al. [58] Zhu et al. [85]

Pan et al. [63] Fu et al. [28]

Zhang et al. [80] Wang et al. [77]

Li et al. [46] Yuan et al. [79]

Shi et al. [70] Li et al. [47]

Pan et al. [64] Zhao et al. [84]

Ranking metrics Abel et al. [1] Man et al. [56]

Tiroshi et al. [75] Hu et al. [34]

Abel et al. [2] Kang et al. [38]

Hu et al. [33] Ma et al. [55]

Shapira et al. [69] Zhu et al. [86]

Zhang et al. [82] Liu et al. [50]

Farseev et al. [20]

Classification metrics Stewart et al. [71] Farseev et al. [20]

Nakatsuji et al. [58] Taneja et al. [72]

Cremonesi et al. [14] Ma et al. [55]

Kaminskas et al. [37] Li et al. [47]

Tiroshi et al. [74]

MSE, etc), classification accuracy measures (Precision, Recall, Fallout, F1, etc), or
ranking accuracy measures (MAP, NDCG, etc) [32]. Table 8 provides an overview
of the evaluation metrics exploited in prior literature.

In this section, we discuss methods and best practices for offline evaluation of
cross-domain recommender systems. The key point to bring up in this context is
that such systems cannot be evaluated in a problem-independent way. That is, it is
impossible to assess whether a cross-domain recommender system is an appropriate
solution without taking into account for what it was intended for. The nature of the
evaluation must be connected to the purpose, for which the recommendations were
originally conceived, as outlined in Sect. 2.3.

Two key points in the evaluation of cross-domain recommender systems differ
significantly from the evaluation of single-domain recommender systems: data
partitioning and sensitivity analysis (e.g., studies of the relative density of domain-
specific datasets and degree of user/item overlaps between the domains), as
discussed in the following sections.
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5.1 Data Partitioning

In order to evaluate algorithms offline, it is necessary to simulate the process,
where the system makes recommendations, and users evaluate them. This requires a
pre-recorded dataset of interactions between users and items. The dataset is then
partitioned into the training and test sets. The former is used to build and tune
the model used by the recommender algorithm, while the latter is actually used
to evaluate the quality of the generated recommendations.

In cross-domain applications, there are (at least) two potentially overlapping
datasets: the source datasetDS and the target datasetDT . We assumeDS andDT are
chosen according to the recommendation task and goal in hand. For instance, when
evaluating a cross-selling recommender, (i) DS and DT are set at the item level, as
described in Sect. 2.1, (ii) contain items of a different nature, like movies and books,
and (iii) have overlapping users. On the contrary, when evaluating a cross-domain
recommender as a tool to increase recommendation diversity, DS and DT are set at
the item attribute level, with items of the same type, but differing in the value of
certain attributes, e.g., comedy and drama movies.

The exact way DS and DT are partitioned into training and test set depends on
the cross-domain scenario and goal:

• Scenario. In the case of a multi-domain scenario, where recommendations target
both the source and destination domains, the test set must contain interactions
from DS and DT . On the contrary, for a cross-domain scenario, test interactions
should be collected exclusively from the target domain DT .

• Goal.When the main goal a cross-domain recommender system is to address the
new user problem, the profiles of the tested users (i.e., their known ratings) should
contain only interactions from DS . On the contrary, when the main goal is to
increase accuracy, the profiles of the tested users should contain also interactions
from DT .

5.2 Sensitivity Analysis

Performance of cross-domain recommenders is mainly affected by three parameters:
data overlap between the source and target domains, density of the target domain
data, and size of the target user’s profile. Hence, the evaluation of cross-domain
recommenders should analyze sensitivity with respect to these three parameters.
Table 9 overviews the the sensitivity analyses reported in the literature.

Most works assume data overlap between the source and target domains
materialized as an overlap of users, but only a few—Cremonesi et al. [14] and
Zhao et al. [83]—study the sensitivity by varying the percentage of overlap-
ping users. Fewer works assume to have the same catalog of items across the
domains [6, 14]. Some works [2, 7, 37, 71] studied the case of overlapping features,
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Table 9 Variables for sensitivity analysis of cross-domain recommender systems

Parameter References

Overlap between domains Cremonesi et al. [14] Abel et al. [2]

Shi et al. [70] Zhao et al. [84]

Target domain density Pan et al. [59] Cremonesi et al. [14]

Cao et al. [11] Shapira et al. [69]

Pan et al. [63] Hu et al. [34]

User profile size Berkovsky et al. [4, 5] Shi et al. [70]

Berkovsky et al. [6] Sahebi et al. [67]

Li et al. [44, 45]

especially social tags. For example, Shi et al. studied the sensitivity of cross-domain
recommendations by varying the number of overlapping tags between 5 and 50 [70].

Some works [6, 44, 45, 67, 70] studied the sensitivity of recommendations as a
function of the user profile size, i.e., the number of ratings provided by the recipient
of the recommendations. This is particularly critical for the cold-start and new user
problems. Pan et al. [63] and Abel et al. [2] developed tag-based recommenders,
and performed their analysis by varying the number of tags in the user profile in
the 10 to 40 and 0 to 150 ranges, respectively. Others conducted a similar analysis
on rating-based recommenders: Shi et al. varied the profile size from 20 to 100
ratings [70], Berkovsky et al. varied the profile size from 3% to 33% of ratings [6],
and Sahebi et al. [67] varied the profile size in the range of 1 to 20 ratings.

Finally, some works [11, 14, 63, 69] studied the quality of recommendations
as a function of the dataset density. Cao et al. varied the density of the multi-
domain dataset, i.e., the union of the source and target datasets, between 0.2% and
1% [11]. Shapira et al. varied the density of the dataset between 1% and 40%, while
evaluating cross-domain algorithms at the 1% density [69]. Cremonesi et al. varied
the density of the target domain between 0.1% and 0.9% [14].

6 Open Research Questions

This section overviews the frontiers of cross-domain recommendations by providing
some guidance to researchers looking for exciting future research directions. Open
challenges mainly are in the areas of evaluation, privacy, fairness, session-based
recommendations, and datasets.

• Evaluation. Close to 90% of works on cross-domain recommenders published
since 2016 are based on deep learning. However, several indications show that
using increasingly deeper learning methods in recommender systems is not as
beneficial as one could expect. For example, four recent papers report that,
for single-domain top-N recommendations, neural methods are not superior to
long-existing non-neural ones [24–26, 54]. The observation that for certain tasks
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the reported improvements “don’t add up” mainly lies in the choice of weak
baselines and their poor optimization. These findings, however, are not limited
to single-domain approaches, but also apply to cross-domain approaches. For
instance, recognizing the progress made by transfer learning in cross-domain
recommendations, it is not uncommon to find papers, where transfer-learning
algorithms for cross-domain recommendations are compared against weak base-
lines [15]. The current methodological approach for benchmarking cross-domain
recommender systems seems solid at first sight and suitable to determine if one
algorithm outperforms another for a specific combination of goal, task, and
overlap between the domains. However, cross-domain recommender systems
researchers have ample freedom in selecting their experimental conditions:
protocol, datasets, baselines, etc. This complicates reproducibility and direct
benchmarking of results. Given these observations regarding potential method-
ological issues in the evaluation of cross-domain recommenders, we encourage
researchers to publish reproducibility studies of cross-domain recommenders.

• Privacy. Privacy is an important and challenging consideration for cross-
domain recommender systems, as they exploits information collected by multiple
platforms. Sharing knowledge between domains can violate privacy policies
and increase the risk of privacy leaks. For instance, if a social network is
used as a source domain, it can be exploited to breach privacy in the target
domain. Moreover, in many scenarios, different domains are managed by
different companies, and sharing personal user data between companies may be
prohibited or should comply with local policy regulations, such as the General
Data Protection Regulation (GDPR) in Europe. However, existing researches on
privacy-preserving recommendations are focused almost exclusively on single-
domain scenarios, the only exception being the work from Gao et al. [29]. To
this end, we call for an increased attention to privacy-preserving cross-domain
recommendations.

• Fairness. Cross-domain recommender systems, as any recommender system,
learn patterns from historical data, which conveys biases in terms of imbalances
and inequalities. These biases, if not properly detected and controlled, potentially
lead to discrimination and unfairness in recommendations [19]. Cross-domain
recommender systems open new challenges in controlling biases and prevent-
ing unfairness, as imbalances and inequalities in the source domains might
exacerbate unfairness of recommendations in the target domain. For instance,
demographic characteristics within the source domain may not be representative
of the target population. However, existing work on biases and fairness focused
exclusively on single-domain scenarios. Research questions in cross-domain
recommender systems are focused, among others, on controlling the effects
generated by unbalances between domains, and transparently explaining why a
recommender system provides a given result based on data collected from aux-
iliary domains. Hence, being able to detect, measure, characterize, and mitigate
biases in cross-domain recommender systems is largely an open challenge.

• Sequence-aware recommendations. An under-explored research field is the
one combining sequence-aware and cross-domain recommender systems. Cross-
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domain sequential recommender systems predict the next item that the user
is likely to interact with, based on past sessions behavior across multiple
domains [35, 65]. Previous studies have investigated how to link interactions
from different domains, regardless of their sequential nature, the only exception
being the work of Ren et al. [65]. One of the key challenges in cross-domain
sequential recommendation is around grasping and transferring sequential pat-
tern of interactions from the source domain to the target domain. User behavior,
in terms of temporal connections between the items they interact with, constitutes
a new link that can be exploited to connect different domains and obtain better
cross-domain sequence representations.

• Datasets. Finally, cross-domain recommender system research often lacks
appropriate datasets allowing to assess diverse recommendation scenarios and
tasks [39]. Rich datasets are necessary for a reliable evaluation of new cross-
domain recommendation approaches, but these are quite scarce and hard to reach
in practice. Large-scale cross-domain datasets are typically gathered by big
industry players, such Amazon, eBay and Yelp, and these datasets rarely become
available to the broader research community. This brings to the fore the emergent
need for new datasets, openly available to the research community, allowing to
clearly classify their association with the relevant cross-domain recommendation
tasks, goals, and scenarios.

7 Conclusions

This chapter covered a wide spectrum of models and techniques applicable to cross-
domain recommendations. Recommender system practitioners may find this list of
overviewed papers and the variety of options overwhelming, when materializing
a cross-domain recommender. Therefore, we list few practical considerations that
drive the choice of cross-domain recommender systems.

The first consideration deals with the pivotal question of why to use cross-domain
recommendations, which we have already raised in Sect. 2.3. Different goals require
for different cross-domain recommendation approaches. Having a clear vision
about the goal of the cross-domain recommender system is critical in designing
the correct path and setting the expectations. A related consideration is if cross-
domain recommendations are needed. The design of cross-domain recommenders
is challenging not only from the algorithmic point of view, but also because cross-
domain recommenders need access to reliable information, which needs to be
collected, cleansed, deduplicated, and reconciled with the target domain data. This
is a time consuming and potentially expensive task, which could compromise the
benefits of cross-domain recommendations.

Last but not the least, special attention needs to be paid to ethical and privacy
considerations. Transferring data and knowledge between systems may not conform
with their privacy policies and existing privacy regulations. Moreover, it may
allow malicious attackers not only to get access to a large volume of user data,



512 M. F. Dacrema et al.

but also to mine the combined knowledge, uncovering new potentially sensitive
information. Developers of a cross-domain recommender system should keep the
privacy considerations in mind when designing and evaluating their methods.
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