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of future natural language processing systems, to be implemented in general practice.
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1 INTRODUCTION

General Practitioners (GPs) can be seen as the main curators of the patient’s health record,
especially in healthcare systems that rely on strong primary care. However, with the ongoing
digitization of medical documents and Electronic Health Records (EHRs), this curation process
has become a major burden [59] and a cause of burnout [130], so it currently represents one of
the most time-consuming activities of clinician’s practice [95]. Previous research has shown the
importance of addressing stakeholders’ needs in EHR development [19]. In the United States, and
especially since the implantation of the 2010 Affordable Care Act [103], and its promotion of the
Digitalization of Medical Records [39], it has prompted a great expansion of the Medical Scribe
industry, inducing the appearance of increased needs towards clinical documentation.
Although human Medical Scribes have been partially addressing the growing needs of clinical

documentation to a varying degree of success, their application continues to be rare outside the
US and most of the documentation tasks still consume the clinician’s time. Even in the US, there
are growing concerns and calls to replace the medical scribes with automated solutions [29] and as
such an interest in developing such solutions has been partially addressed by major players such
as Google [13] or Microsoft [65].
One of the potential ways of addressing these issues relies on the use of automation and in-

formation technologies in Health Care which has a long and outstanding history [26, 36, 123].
Ranging from decision support systems (DSS) [118] to clinical imaging [43] and clinical predic-
tion models [117], it spans a wide range of optimizations surrounding the clinical pipeline [112].
One of the most promising methods is the use of natural language processing (NLP) and artifi-
cial intelligence (AI) solutions, to automate clinical documentation and reduce clinicians’ burden
associated with manually entering information into the EHRs [93]. GPs are one of the specialities
most heavily using free-text data, especially as they send or receive clinical textual information to
communicate with other levels of care and specialities, interpret, and record diverse health corre-
spondence, organize prescriptions, and so on.
With the recent advancements in machine learning methods, NLP has been showing promising

results in several fields and application domains [37] including healthcare [101]. However, there
remain some unanswered questions about the most beneficial use cases, the different ways clini-
cians could interact with text automation systems, and the fit of NLP-generated automated outputs
to the clinical workflows. Preliminary work has been carried out, in areas such as generating an
automated textual summary of clinical encounters [27], practical challenges faced by its devel-
opment and translation [105], as well as clinicians’ [66] and patients’ [90] perceptions of such a
system. Beyond technical limitations encountered in applying NLP methods to clinical text [21],
there are additional challenges and questions around the most appropriate use cases for assisted
automated technologies in real-world settings [126], especially in scenarios where high safety is
required [128].
In this work, our aim was to investigate GPs’ views on the capabilities of NLP and how auto-

matic clinical text processing could support them in their everyday workflow. To this end, we con-
ducted semi-structured interviewswith 10 GPs actively working in primary care clinical settings in
Australia. We identified that GPs generally have a positive view of text automation systems, point-
ing to a potential Doctor-AI collaboration. There are several key features that an automated clinical
text system needs to perform, addressing various NLP tasks such as information extraction and
summarization as well as certain aspects of the user interaction that need to be considered (such
as GPs keeping control of the record, and creating searchable records), key attitudes of GPs to-
wards text automation (allowing Doctor-AI collaboration) and addressing several concerns and
challenges.
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2 RELATEDWORK

A wealth of literature has explored the attitudes toward different forms of automation [56, 108]
in diverse, highly specialized and high-risk environments such as aviation [55], and banking [89].
However, past literature has covered more often the challenges of automation related to the use
of mechanical machinery or robots [77] or concerning the use of traditional computational ap-
proaches and their interaction with human agents, for instance in finance [74]. Authors have also
discussed “cyborg supervision” concerning other industries, such as banking [104], and the evo-
lutionary rather than revolutionary approaches for human agents, as technology evolves towards
more advanced forms of automation and inference [104]. More recently, attention has turned to
exploring the recent developments related to the use of machine learning algorithms and more
broadly AI [99]. Since the advent of the so-called “third rise of AI” [34], there has been an explosion
of deep learning algorithms [44] capable of performing tasks that until recently, were believed
to only be doable by humans. Progress in areas such as computer vision [63] and developments
that spread beyond what humans are capable of, such as protein folding [61] or real-time weather
prediction [106], demonstrate that AI systems performing cognitively complex tasks may become
a reality soon. These newer developments bring to the fore the need for an increased understand-
ing of the attitudes of users and how they would respond to the interaction with such advanced
systems.
Although there is an increasing interest in the impacts of implementing advanced automa-

tion tools in the work environment, only a few studies have focused on the intersection between
Human-Computer Interaction (HCI) and the use of NLP and text automation [80, 127]. Of note
is that until relatively recently, the potential to automate highly complex text processing tasks was
not materialised given the complexity and nuances of human written language and especially clin-
ical free-text records [15]. It is only with the recent developments of sophisticated NLP algorithms
[137] that automated clinical text processing has become feasible. In particular, the discovery of
new deep learning language algorithms including statistical language models based on continu-
ous vector representations of words [87] with subsequent development of transformer models,
such as BERT [35], GPT-3 [14], and their specific derivatives, e.g., trained on clinical text corpora
[2], have allowed their application for complex NLP tasks including named entity recognition
[49], summarization [110], or question answering [51], also in the medical domain and the health
industry.
The adoption of automated technologies in various aspects of the clinical pipeline is becoming

more and more common over the years, especially concerning health information technologies
where it can increase several quality indicators such as adherence to guidelines [22], increase
surveillance and monitoring [22], as well as reduce medication errors. Studies have evaluated the
use of various automated systems such as Decision Support Systems to guide prescription deci-
sions [57] combined with earlier NLP developments integrated into the EHR [33]. Several authors
have also risen questions surrounding the use of machine learning in clinical prediction models
and the challenges this entails [23], especially given the potential for biases and the lack of trans-
parency [92]. Similarly, previous literature shows the importance of tailoring algorithm predictions
to user’s needs, especially in the context of imperfect predictions [17].
More recently, clinicians have been asked about their views and attitudes toward AI and its

application in various clinical specialities. An example is a dermatology, where there is generally
an optimistic view of AI [99]. Other medical areas show conflicting evidence, such as radiology,
where there is a discrepancy between the future expectations of the technology and the confi-
dence of clinicians in AI-based results [62], although other studies have reported a more positive
view [134]. General Practice, where the use of text records is pervasive, poses an area with both
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Fig. 1. Example of an automated Electronic Health Record System integrating Information Extraction

components.

challenges and opportunities for automation [70], especially in the domain of NLP, as opposed to
other specialities that rely more on imaging or other diagnostic technologies such as ECGs [7] or
EEGs [97]. It was shown that GPs see potential in the use of AI to improve efficiency by reducing
administrative burdens, but at the same time, several concerns remain, especially about the capac-
ity of AI to provide clinical reasoning [9]. Concerning the specific use of automation technologies
in the EHR, a few studies have addressed the attitudes of clinicians towards those, and in particular,
showing the influence of the systems lacking optimization [59] aswell as its influence on clinicians’
burnout [119, 130]. However, to the best of our knowledge, there is little prior research on how
NLP is envisaged to be used in certain scenarios and a particular clinical setting, such as General
Practice.
The potential uses of NLP in medicine have been explored in previous reviews [138] as well as in

the form of computational challenges addressing specific tasks [125]. One of themajor related tasks
that NLP practitioners have been actively developing is the information extraction task. This con-
sists of building a system (either using rule-based methods, AI or a mix of both) that automatically
tags certain words as recognisable entities. For instance, one of these challenges explored recognis-
ing drugs and their relation to dosage, administration route and reason for a prescription (disease it
treats) [125]. Automatically unravelling this information from the free text would allow clinicians
to accelerate and automate manual drug prescriptions, especially when those are being carried
from one level of care to another, as exemplified by a fictitious user interface shown in Figure 1.
An important factor explored in the literature is that, to develop safe and successful AI-assisted

clinical systems, ensuring system accuracy alone is not sufficient for the technology translation
into a clinical setting. Aspects like explainability [3], automation bias [76], fairness [20], and other
ethical challenges need to be addressed [129] in parallel with improving the precision and accuracy
of AI. The added value of the automation, the integration into the clinical pipeline and, how the
automated decisions are taken into consideration from a legal point of view are key considerations
before any implementation may take place. Given the above issues, the need for user input starting
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from the early stages of the development process is crucial [66], especially as the particular context
and non-linearity of primary care clinical consultations pose specific challenges for developing
such systems [67].
Initial works on the attitudes and needs towards automated transcription [66] have shown the

potential and interest of clinicians in using these technologies in clinical consultation, not only in
primary care but potentially across the health system. The automation of medical documentation
and EHR access, creation and maintenance has a major impact on the clinicians’ burnout [119] as
well as on resources and costs, given that currently, clinicians spend a considerable amount of time
producing and consulting EHRs [95] even as there have been earlier calls for EHR reconceptualiza-
tion [11]. This aspect has become particularly striking since the use of medical scribes has become
a common “band-aid” solution to the usability challenges of EHRs [41] and in fact, has become an
industry on its own [41]. An example of proposed approaches using NLP that led to implementa-
tion is described by Pine and Bossen [98] where clinical documentation integrity specialists use
NLP in combination with document statistics for a computer-aided coding of the EHR. Another
example is the Digital Scribe [27, 69]. As defined by Coiera et al. [27], it would employ a combina-
tion of speech recognition and natural language processing methods to automatically document
the clinical encounter. Likewise, the preliminary studies by Li et al. [69] show a generally positive
attitude of clinicians toward such systems, especially those that consider intermediate automation
approaches. Although in previous literature, the focus has been on automating a particular part
of the clinical encounter (e.g., transcribing the medical conversation into the EHR), they have not
explored in detail the adequacy of the NLP tasks on their own (e.g., whether clinicians would value
most verbatim transcription, summarization or extraction of specific named entities from conver-
sations). Previous research has shown that the perceived usability of EHRs is an important factor
influencing clinician burnout [85]. Given these factors, targeting primary care and the needs of
general practitioners could inform the design needs and functionalities of text processing automa-
tion, in one of the areas of medicine with a stronger potential for adoption of AI, especially for
improving time-consuming and low-value tasks [9].
Since first proposed by Weed in 1970 [135], the medical record has followed a problem-oriented

approach. Subsequently structuring the consultation and its record followed the Subjective-

Objective-Assessment-Plan (SOAP) mode [45]. This medical-record-keeping structure coexists
and influences the traditional clinical consultation format described by Waitzkin [131]. However,
consultations in primary care do not tend to follow these approaches in a linear way presenting
additional challenges for automated clinical-text documentation approaches [67].

Research into human-automation interaction [60] and specifically AI has gained more attention
recently [25]. Concerning the use of text automation, it has focused on various aspects such as
using a human-in-the-loop framework [133] or aspects related to the user interface that facilitates
data extraction [82]. In relation to health, a recent review explored the literature surrounding
HCI in the mental health domain [122]. Previous work also has explored the design and imple-
mentation challenges of the EHR [115] as well as elements surrounding electronic document
visualization [52]. Although doctors have previously made calls to reimagine EHR and design
it with AI in mind [71] as well as considering certain elements of the EHR design and content
structure such as the “problem’s list” [141], still very limited literature exists on the design and
key features that an NLP text system needs to provide; especially in the clinical-documentation
context [66] and in primary care.
Hence, this study aims to (i) fill the existing gap in the literature on how text automation, in

particular, related to the use of NLP technologies can be used and perceived by clinicians and
(ii) explore the needs of clinicians, their attitudes, and the desired features of text automation
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systems deployed in General Practice. Our work has the potential to guide future clinician-
technology interaction studies and facilitate further developments of AI-driven text processing
tools for clinicians.

3 METHODS

To develop products or systems and explore user preferences, interviews with potential users are
described as one of the key steps to understanding their needs, attitudes and opportunities for the
technology [50]. Interviewing individuals to uncover their values and preferences, before further
refinements such as live prototyping [53], or othermore specific techniques to explore interactions,
such as Wizard of Oz [136] can facilitate testing the more relevant ideas and design elements.
We conducted semi-structured interviews1 followed by a thematic analysis of the interview tran-

scripts to find the main themes and sub-themes. Semi-structured interviews offer specific advan-
tages and have been used extensively in qualitative research, specifically when interviewing health
professionals [31]. Inductive thematic analysis is commonly used for synthesising and analysing
ethnographic data [12], including interviews [38].

3.1 The Interview

In the introductory part of the interviews, the participants were provided with a brief introduc-
tion to the technology. This consisted of an oral presentation by the interviewer that outlined
the meaning of the technologies, aiming at bridging any prior knowledge gaps. This introduction
clarified the following concepts: automation, Artificial Intelligence, Natural Language Processing,
free-text, voice-recognition, and text-to-speech technologies. Additional clarification and explana-
tions were provided on specific NLP tasks that were discussed: information extraction [5], named
entity recognition [91] and summarization [81]. The script of the initial explanatory pitch is pro-
vided in Appendix 1.

Following the introductory part, the interview itself commenced. The interview questions were
semi-structured, where the interviewer ensured that the conversation covered all the prespecified
topics targeted by the interview questions. We piloted the questions with the clinical academic
health practitioners at Macquarie University, who helped to refine them.
The questions were structured in two thematic groups. The first was aimed at exploring the

general attitudes of the participants toward AI and the use of automation technologies and related
techniques in their day-to-day routines.The second group of questions related to NLP technologies
in particular and their use in specific clinical and documentation scenarios. The guiding questions
are provided in Appendix 2.
If the GP could not propose plausible documentation scenarios on their own, they were pre-

sented with examples of clinical scenarios helping facilitate their thinking process. These were
based on the authors’ clinical expertise and exemplified typical cases that may reflect GPs’ doc-
umentation processes. In these scenarios, participants were prompted with a typical consulta-
tion situation: reviewing documentation, such as a newly generated hospital discharge summary,
recording information during a clinical visit, such as recording a new diagnosis or prescribing a
new treatment. The full script for these scenarios is provided in Box 1.
The last question was rather exploratory and proposed to the clinician to envision the GP

practice of the future and imagine a new consultation paradigm that integrated the elements
and technologies discussed, as well as any other element that was not specifically covered by the
interviewer and the questions.

1The study was approved by the Macquarie University Research Ethics Committee, reference 52021931324252.
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Box 1: Clinical Documentation Scenarios

Scenario 1:

OK, imagine now the following scenario. You have a patient that is coming today to see you, he
has recently been discharged from hospital after a complication of his chronic disease. You have
received early this morning the discharge letter fromthe hospital, where it explains the process,
the patient has followed, the test they performed, and inform you of new diagnoses and changes
in his medication. The patient is coming soon, and you have quite a loaded morning, so you were
not able to read or do anything with this discharge letter beforehand.

In this scenario, how do you think text automation could help you?

Scenario 2:

There is a new patient coming to visit you. She is moving from a different practice is an elderly
woman with a long medical history, past treatments, and various illnesses. You have not previ-
ously interacted with her, nor do you know what her reason is to visit you. Your current EHR is
unpopulated besides the basic patient information.

In this scenario, how do you think text automation could help you?

3.2 Study Setting and Participants

Previous literature on qualitative research has shown that for investigating phenomena surround-
ing experience, a sample size of six participants is typically sufficient [109]. Other sources [46]
suggest that a sample size of 12 thematic saturation is more likely to happen. We recruited par-
ticipants until reaching thematic saturation, which already happened with a sample of 10. To cal-
culate saturation, we performed a retrospective analysis to assess data saturation following the
methodology of Guest et al. [47]. Using this approach, a set of the first six base interviews is ini-
tially assessed regarding the amount of new information they create. The ratio of unique codes
produced is used to estimate the quantity of new information that would be produced in sub-
sequent interviews. This number is then used as the denominator to calculate the ratio of new
information (unique codes) created in each subsequent interview. By calculating the ratio of new
information for the remaining interviews, each interview that produces less than a 5% threshold
of new information can be identified, and therefore, evaluate after which interview saturation was
reached.
Australian General Practitioners, currently practising clinical medicine, at least part-time and

with experience using any Electronic Health Record systemwere deemed eligible for participation.
To simplify recruitment, we did not set any limits on the age, location, or working experience of
the GPs. Participants were recruited through various channels.We created an invitation leaflet that
was sent through the university channels. We also reached out to the local health district, which
distributed it further among local GPs and practices. Lastly, we completed the recruitment through
snowball sampling after the initial interviews. All the participants provided informed consent to
collect and utilize their answers and publish the results in peer-reviewed publications. Participants
were compensated for their time with an e-voucher of A$150.
We interviewed 10 GPs from 3 states in Australia (New SouthWales, Victoria, and Queensland).

All the GPs interviewed currently practise, at least part-time, in clinical practice with a varying
range of roles and interests (academic, commercial, entrepreneurial, technological, and more). Out
of the 10 included GPs, 9 worked in urban areas, 1 worked in a rural setting and 30% were women.
The GPs had all over 10 years of medical experience and more than 5 years of working in General
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Table 1. Participant’s Characteristics

Participant Identifier
Years practising

medicine Years as GP Practice Size
Practice
Location

Participant 1, Male 10 8 1 Urban
Participant 2, Male 15 15 20 Urban
Participant 3, Male 17 10 11 Urban
Participant 4, Male 10 5 10 Urban
Participant 5, Male 12 8 9 Rural
Participant 6, Male 14 10 12 Urban
Participant 7, Male 11 9 17 Urban
Participant 8, Female, 14 9 5 Urban
Participant 9, Female 10 6 20 Urban
Participant 10, Female 33 29 16 Urban

Practice (5–29). The size of their current practice, at the time of the interview, varied from 1 to
20 GPs, with 6 of them working in practices with more than 10 GPs. All the GP included in the
study used EHRs in their day-to-day practice, and none of them had any previous experience with
the use of text automation technologies in EHRs. Table 1 summarizes the demographics of the
10 included GPs.

3.3 Data Collection and Processing

Given the remote locations of most of the participants and limitations due to the COVID-19 pan-
demic, 9 out of 10 interviews were conducted through the Zoom video-conferencing platform and
only one interviewwas conducted in person. The results were stored on the local researcher’s com-
puter in compliance with the University data management policies. The interviews were video-
recorded and transcribed using a commercial transcription service. In the transcription process,
any personal identification was removed from the transcripts. If there was a specific person, group
or organization mentioned in the transcripts, they were given pseudonyms.
The participants’ responses provided us with a rich data source on how GPs envisioned the use

of automated text processing technologies, how they see them integrated into clinical practice,
and further information on interacting with technology, safety and privacy concerns, as well as
the GPs views on the clinical practice of the future with a high degree of automation. We followed
a bottom-up, thematic analysis [12] approach to extract the main themes and sub-themes of the
conversations. The initial coding of a sample of the interviews was performed by 2 researchers,
using the NVivo® software.
The thematic analysis was structured in six phases: (1) completing the review of recordings, tran-

scripts and notes; (2) individual coding to allow a diversity of coding approaches to be discussed,
combined and reworked to generate codes; (3) discerning the emerged themes and subthemes from
the patterns present in the codes; (4) reviewing the emerging candidate themes and subthemes then
refined by examining them in relation to the dataset; (5) establishing and defining the themes and
subthemes that capture the best the final concepts; and (6) results reporting [121]. To develop the
initial codebook researchers coded in duplicate a sub-sample of 20% of the interviews to unify the
criteria for developing the subsequent codes. After this initial adjustment, the complete set of in-
terviews was analysed, and the final codebook was defined by consensus between two researchers
(DFN, ABK). Disagreements were resolvedwith the help of a third researcher (SB). Once the coding
of all the interviews was completed, the generated were consolidated into 18 categories through
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discussion. Further discussion between researchers led to the compilation of the emerged unified
themes and subthemes that were decided by consensus (between DFN and ABK), with the help of
a third researcher (SB) in case of disagreements.
Conducting a retrospective analysis, we observed that the first six interviews in this study pro-

duced 18 unique codes. We calculated the percentage of new information in the remaining four
interviews of the initial sample. It was found that the four additional interviews did not reach the
5% threshold for new information, as they did not produce new codes and therefore, data saturation
was reached sufficiently with the initial sample of 10 participants.

4 RESULTS

When GPs were asked initially about their attitudes and views towards the use of text automation
technologies, they expressed a keen interest in these technologies and generally a positive view
regarding their potential benefits:

I think they have the potential to be incredibly useful. Particularly I guess where I’m
thinking you’re coming from is in relation to medical records. So one of the problems
I find as a GP and what a lot of colleagues tell me as GPs. Is that they struggle to
see patients and then record their medical notes after the consultation, within the
15 minutes that they have. So any technology that allows GPs to more accurately
record records in a shorter period of time would be incredibly useful. (P 3)

It will make life easier, and it will integrate and maybe improve care for the patient,
that is what I’m thinking. (P 2)

It sounds like it could be very positive. I don’t have too many reservations because I
feel like we already store all of our data in an electronic format. (P 5)

Four main themes surrounding text automation technologies in general practice emerged. We
note that the GPs expressed a generally positive attitude towards what can be framed as doctor-AI
collaboration. They discussed several desired features, although also raised some concerns and
challenges the system design and development need to address to pave the way to successful
implementations in the consultation of the future. Table 2 presents a classification and description
of the emerged themes and sub-themes.
Table 3 shows how the Desired Features and Consultation of the Future themes and their sub-

themes fit into consultation tasks at various parts of the consultation using specific NLP tech-
nologies (last column). Pre-consultation indicates activities that are performed by the clinician
before the patient is seen. Consultation indicates activities that take place at the time of the pa-
tient’s visit, while post-consultation refers to activities completed after the end of the visit. “NLP
Tasks Required” describe the NLP technologies that can facilitate achieving each of the above fea-
tures. Text-to-Speech recognition encompasses the technologies that are employed to transform
voice into text. Named Entity Recognition refers to technologies that allow identifying and extract-
ing specific entities (e.g., drugs or diseases) from a free text. Relation Extraction indicates those
NLP methods and systems that establish relations between the extracted entities. Lastly, Summa-
rization refers to the technical systems that can generate concise summaries of long texts (e.g.,
conversations).

4.1 Doctor-AI Collaboration

Onemajor theme that emerged in the interviewswas that GPs perceivedmore opportunities to col-
laborate with AI than reasons to distrust these technologies. The key element of this collaboration
resides in defining how to establish a sensible relationship between doctors and the technologies
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Table 2. Description of Themes and Subthemes

THEMES SUBTHEMES DESCRIPTION

DOCTOR-AI
COLLABORATION

(1) Progressive Automation
(2) Keeping control of the record
(3) Explainable & transparent AI
(4) Trustful AI

Elements that define the
relationship between Doctors and
AI technologies.

DESIRED FEATURES (1) Extracting information
(2) Digital Scribe
(3) Creating summaries
(4) Searchable records

Useful functionalities of an
automated clinical text system.

CONCERNS AND
CHALLENGES

(1) Resistance to change
(2) Medico-legal issues
(3) Privacy and safety,
(4) Automation bias
(5) Filtering and aggregation
(6) Implementation

Major barriers and areas of
uncertainty around text automation
technologies.

CONSULTATION OF
THE FUTURE

(1) Beyond screen and keyboard
(2) AI as an expert system
(3) AI as a digital assistant

The vision of practice with new
AI-enabled features.

to avoid its pitfalls. Notably, Doctor’s attitudes towards automation technologies did not convey
opposition to them, as a threat of AI potentially replacing doctors. This concern was residual in
the interviews:

I know that people talk about AI replacing clinicians. I don’t think that’s where we are
at the moment. I still think that clinical acumen, that knowledge, that contextualizing
it for the patient is quite important. But the technologies themselves, [. . . ] it would
actually make you quite efficient, make the working day more enjoyable that you
have more time to spend with the patient and to contribute to patient care. (P 9)

We identified four subthemes within doctor-AI collaboration:

4.1.1 Progressive Automation. A few participants indicated that a progressive implementation
of automation technologies has a higher likelihood of being accepted and implemented. The pro-
cess of transitioning to automated text processing should not be accomplished at once, but the
system should instead take over the tasks gradually, requiring less and less input and control from
the user over time.

I guess over time as it improves, it’s more precise, fewer errors, and there’s more trust
in the system, then yes, a lot more. . . Maybe there could be a bit less checks and
balances. (P1)

If there are technologies developed, and you’re first working with them, you probably
do want to have that control. (P 10)

4.1.2 Keeping Control of the Record. An important collaboration feature that some participants
wanted to preservewith text automationwas having control of what goes into or out of themedical
records. So even if automated text analysis or voice transcription is implemented, there should still
be a “veto right” for doctors.

Doctor should have control over whether or not the whole conversation is recorded and
stored. Or whether their conversation is recorded, stored, processed, and then deleted.
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Table 3. Desired Features and Consultation of the Future: Aspects Subject to Automation in the

Consultation [135] and Medical-record [131] Processes and Respective NLP Tasks

that can Facilitate these Features

And just whatever the doctor approves to go into the EMR (Electronic Medical Record)
is what remains. (P 1)

As long as I could give the final yes or no. (P 5)

Flag it for me that this is different, is it something that I want to add or is it not.
Because making me aware of it firstly is a really good step and then anything extra
is a bonus. (P 7)

Reasons for keeping control of the record are varied but generally involve Doctors being seen as
the curators of the records and preferring to maintain a subjective and highly personalised version
of the patient’s history. They consider this role should still be maintained even with the increased
automation, e.g., for automatic recording and summary creation, and text extraction.

As long as it’s the same system where I can accept it and then further edit it. Because
I’m quite specific when I add to the past history. (P 5)
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However, although there is a desire of keeping control of the record, the trade-off between
having full control and potentially less useful automation, and not having enough control but
having a potentially smarter system was also mentioned.

I suppose it is that balance isn’t it, I still want to have control over some things, and
it’s because I know that the sort of information that comes into our system, there just
isn’t enough information there for it to be able to happen automatically. (P 7)

To review what’s been done, but that defies the point, because what’s the point of
having AI if you still have to manually go through the whole document? (P 8)

4.1.3 Explainable/Transparent AI. A few participants understood the explainability trade-offs
and limitations of AI-based technologies, especially relevant when automated decisions and algo-
rithms are exploited. Theywould appreciate it, if the system informed them of the different options
and likelihood of specific clinical items, such as a disease, a symptom, or a drug, especially if they
were integrated into a decision support system or performed inferential tasks such as suggesting
a diagnosis.

Instead of saying “we think this is pancreatitis” or “pancreatitis is the most likely
diagnosis” I think what I think would be better would be just a kind of, “before you
order this test, these were the differential diagnoses and pancreatitis was one of them.
Now that you’ve done these tests, of those five differential diagnoses, only pancreatitis
remains”. (P 3).

Another important element was that automated systems would need to provide sufficient trans-
parency on how the data is being processed and how secure that processing is.

Part of it would be an explanation of how it works from a privacy level. What is
listened by the computer during a consult? How that information is stored. Is it stored
locally? Does it get sent to the Cloud? Is it processed in the Cloud, or is it processed on
a local machine? And how secure is that? Is it encrypted?. (P 1)

4.1.4 Trusting AI. Although participants arewary of the possibility of AImisjudging, an impor-
tant enabler for successful and productive doctor-AI collaboration is building trust in the system.
This would allow a successful implementation of the technology in clinical practice.

Once you trust the system, if it could just automatically do all of that [extracting
information from discharge summaries], would be great. So, add new medications,
add classifications or diagnoses (P 4).

I wouldn’t use it blindly I guess, and so I’d be confident that it would save me time
but not replace me thinking, which is not the aim, for me it’s the saving time. (P 7)

You’d need to feel confident it was accurate, and that information was reliable, that it
was able to properly look through, for example, if it’s a bunch of old notes and things,
that it actually was checking everything accurately and extracting the right stuff.
(P 10)

The theme of Doctor-AI collaboration features several important subthemes that define the re-
lationship between the clinicians and automated AI technologies. The key themes raised in our
interviews include the progressive implementation of AI technologies, the ability of the clinicians
to keep control of the medical records, the explainability and transparency that AI should exhibit,
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and trustful relationships that need to be established between the AI tools and the clinicians using
these.

4.2 Desired Features

Another important theme that emerged through the conversations was a set of desired features
that the automated technology needs to offer, which are important for clinicians in their day-to-day
clinical tasks. These tasks are categorized below following the structure of the existing taxonomy
of NLP tasks and subtasks [68] and the proposed modes of interaction with such systems.

4.2.1 Extracting Clinical Information (Information and Relation Extraction). When clinicians
were prompted with questions surrounding the processing of already written text (e.g., corre-
spondence, discharge letters, medication reviews, referral letters) they opined that being able to
extract specific information from these texts would be a necessary feature.

And hopefully detecting the keywords, like particular symptoms, and signs, and du-
ration, and quality, and characteristics of what the patient’s telling. And then trans-
lating that into a succinct, concise medical note that is similar to what a doctor would
write for their notes. (P 1)

If there were quick ways of extracting some key things, like key diagnoses, the med-
ications, who their specialists are, and that’s then in your notes, . . . That would be
helpful. (P 10)

An important aspect of the information extraction tasks is how the Doctors envision it fitting
into their interactions with the EHR. For this reason, detecting clinical entities and highlighting
them in the clinical text, i.e., named entity recognition and relation extraction, would be an im-
portant feature.

The most useful application of that would be for the natural language processing to
read the discharge summary. And then suggest what could be updated in the patient’s
file. If the natural language processing may pick up a dose change, or a change in
medication, then it would suggest updating in the EMR or electronic medical record.
And the doctor would just approve it, or edit it by. . . To make it faster that way. (P 1)

Additionally, the system should be able to detect discrepancies when comparing the free-text
records from different sources (e.g., from a discharge letter from the hospital) and the local elec-
tronic health record (the primary care EHR):

It would be very useful to compare the text to what’s in the file and make adjustments
or have options to make easy adjustments. Entering medications is actually quite a
cumbersome job, and so anything that could help with that would also be a valuable
thing. (P 7)

4.2.2 Digital Scribe – Automated Voice Documentation (Speech Recognition). Another impor-
tant feature for participants was the ability of the system to capture the clinical conversation and
transcribe it directly into the medical record. Having this feature would allow them not to type
during the patient’s clinical visit or afterwards. This feature could improve substantially their in-
teractions with patients, as it will allow clinicians to be released from typing as they see patients
and focus instead on clinical questions and examinations.

At the moment we use a system called MedicalDirector [143] where we need to type
in most of the notes. If you’re talking about an actual language processing system,
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where when we are talking it starts to record and then translate the consultation into
clinical notes, I think that will be useful, If there were a program that could record
my notes without me needing to sit and do it afterwards, that would save me time.
(P 2)

The summary of the consultation, it could certainly help, it could certainly be useful
there. (P 7)

4.2.3 Creating Record Summaries (Summarization). Another characteristic that participants
found valuable was the ability to generate summaries of the whole patient record. This feature
would prove especially useful in scenarios like a new patient coming to the practice or a doctor
that practices at multiple sites, with unfamiliar patients.

If you requested all the notes from their previous GP, for example, and then I guess
you wanted the system to analyse, and create a brief summary, or transcribe that
information into the electronic medical record. I think the greatest use would be to. . .
Like for new patients, their notes from their previous GP to naturally transcribe that
into your electronic medical record. (P 1)

I think it’d be very helpful if it could provide a clinical handover summary of the
patient almost with the key person and features that you’re normally looking for.
(P 9)

Another desired feature was the possibility of aggregating historical patient data into a coherent
summary. This feature would imply using information extraction and summarization techniques
across multiple documents to provide a brief resume of the most relevant diagnoses, episodes,
treatments, and elements in the entire patient record.

For example, the doctor in the previous consult records this significant problem and
then you say, “Okay, can you bring up some significant past medical history?” Then
you should be able to filter out because most notes are quite huge, it will filter out and
bring up the important things. And that probably will be useful before you start to see
the patient. Maybe there should be some way for a doctor to mark this as important
so that it brings it up and the AI can bring it up later on when another doctor looks
at the notes. (P 2)

Additionally, another important feature that was highlighted is the ability to generate sum-
maries from the free text record, that can be transcribed into a clinical letter or referral letter.

One of the things that people want to look at also is to be able to summarise a con-
sultation, which is held in natural language, into a summary letter without anyone
needing to type anything. (P 4)

An interesting feature participants pointed out was the possibility of providing in real-time
a plain-language summary for patients. Thus, after the clinical visit, the system would not only
produce a relevant summary to be included in the EHR but simultaneously generate a different
summary that the patient could receive and take home. The latter would summarize the consulta-
tion and the treatment options in simple words.

I thought might be actually really helpful if, at the end of a consultation it[the system]
automatically sends the patient a summary of the plan. I guess one of the things that
you often tell patients is you talk to them about. . . If they’ve got a cold and if you
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don’t think it’s COVID, we might say, try some warm steam, some days we’ll say, ...
if that just gets automatically emailed to the patient, that will be amazing. (P 4)

4.2.4 Searchable Records. In conjunction with extracting information from free-text records,
making the medical records searchable (e.g., providing a search engine interface like Google) was
deemed valuable.

GPs receive discharge summaries or letters from specialists as like PDF documents.
So it’s not really possible to search those documents for key terms or keywords. I’m
wondering whether there may be some opportunity to be able to search documents.
Search for things within documents and so then that can help if a patient comes inwith
an undifferentiated presentation, to be able to better understand what has previously
occurred (P 3)

And also, something that I didn’t mention earlier is also if there’s any way to quickly
search or locate information. Because there are times like, I don’t even know, a patient
comes in and is it must be in the notes. (P 6)

The Desired Features theme summarizes the functionalities that are perceived as important
by clinicians when envisaging the use of text automation technologies in their practice. Several
themes have been brought up, revolving around effective information extracting, deployment of
automated Digital Scribes, the ability to create consultation summaries, as well as the ability to
easily search through the records. It should bementioned that many of the above have been subject
to extensive research in Natural Language Processing and Information Retrieval.

4.3 Concerns and challenges

Although participants were aware of the advantages that text automation may bring into their
day-to-day practice, there were a few concerns and challenges that clinicians identified that could
reduce the trust in the system, hinder adoption, or pose issues for both clinicians and patients.

4.3.1 Clinicians’ Resistance to Change. Participants considered that some of their colleagues
and organisations may be resistant to implementing changes to the consultation or the record
system. This could potentially limit the pace of implementation and adoption of the technology or
could make it necessary to keep both automated and manual systems in place.

I think that general practice obviously, in the medical field in general we’re quite
behind with trying new technologies in clinical practice. Bear in mind that I prob-
ably have a different view compared to other GPs perhaps, because I am in the en-
trepreneurial and health tech start-up space. I’m not sure if all doctors would feel that
way. And I come from a different demographic, obviously. A younger demographic,
maybe, compared to the 50-year-old GPs out there. (P 1)

Doctors more towards near retirement, they might not be happy to take up the new
technology. . . . it comes back o the medical-legal aspect. (P 6)

4.3.2 Medico-legal Issues. One of the main concerns was the legal implications of text automa-
tion, e.g., in case some clinical information is misused. Participants were worried that if the patient
mentioned something that was not considered and there was a verbatim record of everything that
happened in the consultation, this might be used against them in legal procedures.

If everything was completely recorded and stored, [. . . ] the entire conversation, if that
was recorded and stored, and the doctor missed something, then that could be used

ACM Transactions on Computer-Human Interaction, Vol. 30, No. 2, Article 29. Publication date: April 2023.



29:16 D. Fraile Navarro et al.

against the doctor. That the patient mentioned it, but it wasn’t listed or written, or a
doctor accidentally missed that detail. Then that could be a problem. (P 1)

Another problem may appear if some clinical information is incorrectly transcribed, or if the
system misses it, then errors may be carried over multiple systems and through multiple patient
records.

If, for example, they wrote schizophrenia instead of schizotypal personality disorder.
Somebody then has a diagnosis that maybe was incorrect because somebody clicked
on the wrong button. Then everybody else, the GP, then the next GP and then the other
mental health service might then label this person with a condition that they don’t
have. (P 2)

4.3.3 Automation Bias. Participants perceived a potential risk that may emerge with the use
of automation tools not being able to conduct tasks that would have been otherwise done by a
human doctor, such as correcting obvious errors. Previous work has described this type of error
as automation bias [75].

Perhaps a medication error, somebody makes a mistake on the discharge summary
about the medication that was dispensed on discharge [. . . ] if you’re doing it manu-
ally, might think that dose doesn’t sound correct. Whereas if it’s done automatically
the GPmight not think about what’s been copied and so the error then gets multiplied.
(P 3)

Additionally, it may also make clinicians less attentive to reading and processing complete in-
formation, especially if certain parts of the record naturally become more salient than others.

When It [text automation system] emphasises things, sometimes it might emphasise
one part and then the doctor automatically doesn’t look at the other parts. [...] Then
you might get an issue where the doctor using the summarised documents, actions
only part of the recommendations from the hospital. (P 4)

I can see potential for distraction, but I can also see potential for glossing over of
information. For example, if I got a patient to free input a whole lot of data before I
saw them, and they said no to some questions and yes to others, then I probably would
be more inclined not to ask them the exact same questions again and be focused more
perhaps on the stuff they’ve said yes to. (P 5)

4.3.4 Privacy and Safety. Participants raised concerns regarding the privacy of the system,
the data it stores, the text processing functionality, and how the confidentiality of the patient’s
personal health information was maintained.

I’m not sure about confidentiality, whether anyone who looks at the notes needs to
know everything that is going on or not. I’m not sure how we can manage that.
Though, I don’t think that will be a problem because I think once the patient is coming
to see you, it means that you have access to the whole set of notes. (P 3)

It’s understandable because it’s people’s medical information. (P 8)

Equally, concerns about the safety of the system were raised, for example, when using automat-
ically recognized entities to prescribe new treatments or codify allergies.
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And also, in case it recognizes the discharge summary. I guess there’s a lot of difference
between the patient does not have a penicillin allergy versus the patient developed a
penicillin allergy. (P 4)

It also may pose a risk of misidentification and incorrect labelling of patients, medications, and
diseases.

It mightmisrecognise amistypedmedication. Instead of, say, prednisone, it takes pred-
nisolone. It’s a minor error. But you know what I mean, it accidentally puts in the
wrong medication because of, it could be the errors in someone else’s letter. (P 4)

4.3.5 Filtering and Aggregation Challenges. Participants had concerns regarding the system’s
ability on differentiating relevant and irrelevant data, as this may create either big and unmanage-
able records or may cause clinicians to lose important pieces of information.

Maybe it may show up too much information too if it’s not able to filter out what is
important, not important, it may show a huge list of problems there, which is based
on symptoms rather than diagnosis. So that could be a problem, too. (P 2)

Transcription as in verbatim transcription will not be very helpful because it’s just
too cumbersome [. . . ] But if there was a technology that can get the key information
out of a conversation. (P 7)

Equally, this concern was raised in relation to creating automated summaries, or transcriptions
of conversations and how capable the system would be in distinguishing what is important, from
a clinical point of view, from what is not and in capturing clinicians’ judgments and subjectivity
automatically.

When anyone writes their notes . . . there’s a degree of subjectivity in there. As a clin-
ician, I’m really deciding what I feel are the key points that are worthwhile to doc-
ument. I question how well a computer program could identify the same key points
that I identify. (P 5)

There’s a lot of conversation that you don’t necessarily need in the notes, so it’s got to
be selective, doesn’t it?. (P 10)

4.3.6 Implementation. Another challenge mentioned by participants referred to the need for
the system to be integrated with current EHRs and information technology infrastructures. The
question related particularly to the ways the current governance of EHR systems or software
providers may limit the use and implementation of a new technology that may require consid-
erable changes to the existing systems.

When I was trying to look into similar thing I guess there was an issue with these
technologies. So, unless you make the own EMR clinical software, or you have some
kind of agreement. (P 6)

It would need to obviously work well, it would need to integrate really easily with our
current clinical practice software, and there are multiple. (P 7)

However, participants considered that this barrier could be overcome if there was a willingness
to change the ecosystem.
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I know, for example, Software 1 doesn’t allow a third-party software to alter medical
records at this stage. In terms of adding in new conditions, or removing them, or
changing the dates, or anything like that. (P 1)

The Concerns and Challenges theme discusses the major barriers and areas of uncertainty
around the use of text automation technologies. Several important challenges were raised touch-
ing upon the clinicians’ resistance, potential medico-legal issues, technical questions surrounding
privacy and safety, risks of automation bias, and practical implementation challenges. It is evident
that some of these challenges are critical and need to be addressed in future research, within and
beyond the computing disciplines.

4.4 Consultation of the Future and New Ways of Interaction

Participants envisioned that in the future the consultation pipeline might become different from
what they are used to nowadays. The use of a combination of new technologies, including virtual
and augmented reality, voice recognition, conversational agents, and voice assistants, may lead to
a more patient-centred consultation than in today’s highly computer-centred setting.

4.4.1 Beyond Screen and Keyboard. A common themewas the idea ofmoving beyond the screen
in contrast to the current computer-centred records and interactions, supported by innovative
technologies such as augmented reality.

Maybe in the future with augmented reality you could see more visually maybe an
overlay over a patient or like in space[...] You’d be talking to a patient, in the top
left it would say, please note, this patient has a history of COPD. Has these many
exacerbations per year. High chance of hospitalization or something like that. (P 1)

I suppose in an ideal world, I would have minimal hands-on input into the computer.
But it would record my interactions and perform the functions that I need to function
seamlessly, quickly, accurately. (P 7)

Another aspect of interaction that participants envisioned was voice command, as opposed to
the current primarily mouse and keyboard-based input.

It may be useful to say “can you bring up the discharge summary from so and so date
or for so and so admission”. I think that will be useful. (P 2)

Yes, just taking my hands off the computer, getting my eyes off the screen, so that I
can be spending time with the patient. And also saving me the documentation time,
because you can either spend more time with the patient or see more patients. (P 7)

4.4.2 AI as an Expert System. Participants envisioned AI as a virtual expert sitting nearby, that
could prompt potential relations and associations arising from the integration of free-text notes
and other medical data, such as lab results, into the decision support processes.

It’s maybe like a second opinion right there. Maybe imagine you have the professor of
general practice sitting there with you, guiding you in your consult. What an amazing
experience that would be for both the doctor and the patient. (P 1)

If it flags it to you that there’s an abnormal finding or it takes the next step and it
actually calls back the patient, the doctor needs to see you for a review because there
is a finding in the chest x-ray. (P 9)
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4.4.3 AI as a Digital Assistant. Participants could also see that automation might take away
from clinicians some mundane tasks such as managing reminders or scheduling appointments.

It wouldn’t be like imagine, like, in five years or ten years’ time, it will be like, before
the patient enters, like “show me a summary” or “show me significant medical issues”
or “what did we deal with in the last medical consultation?” or “what changes did we
do” Something like that. And then once the patient comes in, maybe it should take
notes automatically without me needing to type it. (P 2)

At the time of booking it asks the patient why they’ve made the appointment. So
perhaps there’s some key symptoms or questions that it might ask [...] to try and
ascertain, to get more information. (P 3)

Another important feature envisioned was the possibility of speech-to-text generation when
producing clinical text, similar to smartphone predictive keyboards and text auto-completion
systems.

In terms of note-taking I wasn’t sure when I sign up for your study, when you meant
auto texting. So, I know like when I try to email onGmail, they recognise what sentence
I might want to write and give you possible text. So even that will speed up the process.
(P 6)

Lastly, another element highlighted was automatically sorting correspondence, e.g., email cate-
gorization and prioritization.

I guess it’s an idea that I’ve had to be able to automate the automatic cataloguing
of correspondence that comes through in general practice. For example, exactly as
you’re saying, discharge summaries, specialist letters, lab results, if it comes in, it’s
automatically categorized because there are some letters that are pretty much useless.
(P 4)

The Consultation of the Future theme refers to the ways the clinicians envisage AI being de-
ployed and interacted with in the future. Intriguing ideas have been raised, including moving be-
yond the current screen-and-keyboard paradigm, and using AI as an Expert System and a Digital
Assistant. While some of these are still seen as futuristic in health care, somewhat related tech-
nologies have matured in other applications, e.g., chatbots or shopping assistants, giving hope to
similar technologies being applied in medicine.

5 DISCUSSION

Our findings suggest that GPs generally have a positive attitude toward text automation, and they
would be open to NLP-based systems being integrated into the General Practice. Although sev-
eral concerns were raised, none of the participants indicated they would object to using these
technologies, if properly tested, developed, and implemented.
We identified main themes describing the attitudes of GPs towards automation. These themes

are connected through the overarching concept of Doctor-AI collaboration, where a trusting re-
lationship is established between the clinician and the automated system. There are several im-
portant design considerations, and features to facilitate meaningful collaboration. The main ones
are around designing systems that allow information extraction, voice recognition and mean-
ingful summarization, and successfully integrating them into a new EHR going beyond cur-
rent paradigms of user interaction. There are challenges as well, that need to be overcome and
that may limit the chances of a successful implementation and adoption, the main ones being
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addressing medico-legal issues and interoperability with current systems. Lastly, clinicians iden-
tified the opportunities for new ways of interaction and envisioned a not-so-distant future, where
clinical consultation documentationmoves the screen-mouse-keyboard paradigm, with AI systems
taking over the automation of the tedious clinical documentation tasks, allowing doctors to spend
more time on patient care.
Our findings are aligned with previous studies that have shown the emergence of the narra-

tive of collaboration between the user and technology (and specifically AI) and its importance for
system designers [18, 123, 132]. Cai et al. [17] highlighted the concept of human-AI collaboration,
but equally stressed the need for upfront information and the strength and limitations of the AI
models to be used, similar to our findings regarding clinicians’ desire for a transparent AI. Wang
et al. [132] explored the subject of Human AI collaboration in relation to its HCI components in
medicine, and in particular in the case of rural GPs who, despite some concerns, expressed a gen-
erally positive attitude toward AI decision support systems [133]. Human-AI collaboration has
appeared in relation to GPs and the use of automated documentation assistants [66], where the
idea of the clinicians keeping control of the record was also expressed by maintaining a super-
visory role over the AI agent. In contrast to our study, Buck et al. [16] and Kocaballi et al. [66]
found a certain degree of existential anxiety in GPs concerning the use of AI-assisted diagnostic
tools, as our study surfaced no major concerns surrounding the replacement of doctors in the near
future.
In our interviews, this human-AI collaboration was mostly imagined as a hierarchical relation,

where the human agent takes a supervisory role overseeing the work of the AI system, which
acts more like an assistant. However, doctors also leave space for further developments, where
successive waves of progressive automation may allow the text automation AI to gain progressive
independence from the human agent, increasingly acting like an expert. An interesting and useful
idea for the doctor-AI collaboration was suggested by a prior co-design study with GPs [66]. Ac-
cording to that study, doctor-AI collaboration may work like a pilot-autopilot collaboration model,
where both the actors play a critical role in the successful completion of a flight: “On the one hand
. . . pilots act as a safety guard. On the other hand, autopilots were considered essential assistants to
help control the aircraft during the entire flight.” Previous research has also shown that the use of
a human supervisor as an “arbitrator” among several ML models might be a successful approach,
especially when implementing AI in settings requiring life-critical decisions [40] or when deploy-
ing these systems in specific settings such as in rural context [133]. Equally, it has also shown the
importance of addressing clinicians’ informational needs regarding the overall model objectives
and attributes [18].
Moreover, our study explores the unique perspectives of GPs. In particular, GPs play a role

as aggregators of a patient’s medical information. As explored previously in [67] primary care
consultation does not follow a linear structure and the needs of GPs and patients towards clini-
cal documentation should evolve from this reality, which represents a challenge for automation.
However, if implemented properly, these automation technologies can streamline GP’s workflow,
minimizing interruptions caused by interactions with the EHR system, and automating tasks, espe-
cially those falling out of the consultation’s linear flow (e.g., having to stop the clinical interaction,
to record something into the EHR). This would allow GPs to connect better with patients and
decrease their cognitive load [27, 67].

5.1 Interpretation

From the identified themes and subthemes there are important lessons that can be related to pre-
vious research as well as new and emergent directions to explore in the future research.

ACM Transactions on Computer-Human Interaction, Vol. 30, No. 2, Article 29. Publication date: April 2023.



Collaboration, not Confrontation 29:21

5.1.1 Generally Positive View of Automation. Although clinicians raised concerns and chal-
lenges, they generally expressed a positive view of using text automation technologies in the gen-
eral practice setting. When they were given specific examples, such as managing correspondence,
transcribing a discharge letter, note-taking, or making appointments, clinicians perceived these
low-value and time-consuming tasks to be more apt for automation. These findings are similar to
previous reports that described that GPs found AI more appropriate for administrative tasks than
for clinical reasoning tasks [9, 66]. System developers and designers should bear this in mind, as
there is a potential for using these technologies in practice and the clinicians are less resistant than
what could be expected.

5.1.2 Limited Concerns about a “Robot Takeover”. A general perception among the interviewed
GPs is that they were not particularly worried about machines overtaking general practice soon,
as suggested in [124]. The GPs consider that they will still have an important role to play in the
future, although perhaps different to the one they currently play. As AI, NLP, and the current
wave of machine learning models mature, moving over the hype of superhuman AI into practical
everyday tools addressing specific, sometimes tedious, and time-consuming tasks may prove to be
a more useful framework for AI adoption.

5.1.3 AI literacy and Interface Design when Exposing AI. Our experience conducting the in-
terviews is that clinicians valued the explanations and the ground-level introduction to AI and
NLP. Previous studies have highlighted the importance of addressing AI literacy [73] and this
is reflected by our approach of dedicating the initial part of our interviews to creating a shared
understanding of the technology and its capabilities. Another important aspect is presenting how
decision-making algorithms reach conclusions in a way that is transparent and understandable for
users [24]. How these algorithms issue their recommendations and how this information is dis-
played to the user may have a strong effect on their success [58]. In our interviews, although there
were no specific UI elements to display or interact with, we embedded AI actions into well-known
clinical documentation tasks that helped clinicians imagine the specific role of AI in each task. This
approach helped contextualize and focus clinicians on the value, challenges, and limitations that
technologies with certain modes of user interaction may have. Researchers and designers should
consider this when conducting studies and co-designing HCI elements for clinicians.

5.1.4 Reluctance to Give up Clinical Judgments and Uncertainty about Record-keeping Respon-
sibilities. GPs envision themselves exercising a supervisory role over the automated outputs pre-
sented by AI. Clinicians consider that they will play a supervisory role and their judgement should
prevail and overrule AI suggestions in case of disagreement. Previous literature has also sug-
gested this supervisory role for future high-performance AI-assisted medicine [124]. Moreover,
automating less cognitively demanding tasks, such as disease identification (information extrac-
tion) seems to be prioritized over establishing diagnoses or highly inferential tasks, such as sug-
gesting a course of treatment. This finding corroborates previous findings on the intersection of
GP and AI [9]. When designing NLP systems, developers must keep in mind that the end-user
may want to maintain a high degree of control over the record and the user experience should be
focused on facilitating these roles, without taking away their control.

5.1.5 Reconceptualize EHR Interface and Clinician-AI Interaction. The GP interviews showed
a growing desire to modernize the EHR interface and interaction with health information and
EHR software, which have been highlighted previously [4, 86]. Similarly, previous literature has
also shown the importance of improving EHR visualization and its effect on clinicians’ cognitive
load [100]. To address this need, moving beyond the screen and keyboard, seems a crucial step, as
GPs’ day-to-day practice involves dealing with the computer screen and being detached from their
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patients. Previous studies have confirmed the growing time clinicians were “tethered to the EHR”
[6] spending more time with the EHR than with the patients [95]. The GPs expressed general
optimism that recent developments in HCI and newer interfaces and input-output devices may
liberate them from the keyboard-and-screen paradigm in the future. Our findings also confirm
an increasing HCI research interest in newer forms of interaction beyond the “Screen-Keyboard-
Mouse” paradigm [72]. Several recent studies explored the potential of augmented reality and
virtual reality applications in medicine [139]. In addition, the current episode-based EHR record,
primarily inherited from paper-based records, may also be deemed obsolete, and moving beyond
this type of record into a context-based [54] or semantically searchable record [30], could be a
welcomed change.

5.1.6 Limits of AI and Practical Implementation Challenges. Besides the general optimism, cer-
tain concerns and challenges need to be addressed when NLP automation technologies are imple-
mented in practice. Trust in AI in a high-stake, high-risk area such as medicine [32] poses one
of the main barriers to implementation. How to increase clinicians’ trust in AI systems, so that
they are implemented safely into clinical practice remains an open question. Whether automated
systems can be fully trusted and how this trust is earned and maintained is a key to their success.
Equally, this is connected to the desire of keeping control of the record where an override option
allows the clinician to regain control, edit, delete or modify the automated text output. In our work,
clinicians envisage a model of progressive automation for overcoming the resistance to automated
systems. This model can be applied to multiple levels of their interaction with technology. This
gradual implementation with an initial testing and troubleshooting period could allow designing
systems that are trusted by clinicians, as they evolve progressively from a fully supervised to a
loosely supervised or even fully automated approach. This gradual implementation of technology
has shown positive results previously as in the case of EHRs [113] where it helped overcome ini-
tial concerns that patients, clinicians and staff had regarding EHRs. Conversely, there have been
numerous examples of poor implementation of technologies, and in particular, EHRs where it had
a disruptive effect on clinical workflow, delaying care delivery [64] and increasing the time that
clinicians spent in silence during the consultation with patients [42] as well as on decreasing sat-
isfaction and increasing professional burnout [140]. Text automation solutions need to address the
UX perspective not to create another click-fatigue scenario [28].

Another aspect of trust in AI is related to the use of AI technology on its own. It has been
recently explored in NLP, where concerns about the widespread use and potential misuse of pre-
trained language models have been raised [8, 84, 96]. Equally, the presence of biases in the training
datasets of these language models is an ongoing issue in the NLP space [8]. Resolving the gover-
nance and addressing safety and privacy issues is only one dimension. An additional factor to
be considered refers to the accountability of these algorithmic decisions. Although in the case of
NLP algorithms and textual documentation, the decision-making step (prescribing, diagnosing,
referring the patient) still refers to the clinician’s judgement; the aspect of how the output of AI
may influence the clinician and potentially cause errors and harm, and who is held accountable
(clinician or algorithm), needs to be properly addressed before its implementation.
Additionally, an important factor to consider in terms of feasibility and implementation is how

these newer AI-assisted systemsmay interact with the current records, and thewillingness of prac-
tices, clinicians, and software companies to embrace change. This is particularly relevant in the
case of proprietary record software and interoperability with legacy systems, especially if stake-
holders do not perceive the need for improving them, so technological inertia [88] and market
consolidation of the EHR industry [102] may hamper progress. If these issues are not properly
addressed, clinicians may find a newly developed AI system hard to use in practice.
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5.1.7 Explainable AI. Explainable AI has been gaining more traction and interest over recent
years, especially on how a user can gain more understanding of how AI systems reached specific
conclusions. Although there is a certain degree of limitation of black box AI systems (Adadi &
Berrada, 2018), more recent approaches and developments shed some light on the inner workings
of the algorithms (Adadi & Berrada, 2018). Although this is particularly relevant for systems that
involve decisions (e.g., predictive models), it could be likewise applied to NLP systems and the
context of clinical documentation.

5.1.8 The Challenge of Aggregation, Maintaining a Doctor’s Sense of Control and data Accumu-
lation. A more general consideration that emerged in our discussions with clinicians reflected on
in the aggregation challenge’s theme is the question about the need to record verbatim everything
that happens in consultation. Towhat extent every conversation and free text needs to be recorded,
transcribed, and quantified and if this has an overall positive effect on care is still an open debate.
Having full verbatim records also paves the way for using AI as an auditing tool, where the sys-
tem can retrospectively analyse and identify any misdiagnosis or overlooked information using
NLP [66]. One emerging question is how to support doctors’ sense of safety and control, so they
would feel comfortable using these systems and not be disadvantaged by making errors or miss-
ing information. To allow this, responsible and ethical design considerations should be in place.
Equally, this may be connected with the more general concerns regarding data accumulation itself,
which may respond better to corporate interests, with their risks and dynamics [142], than be a
pressing healthcare need. We believe, however, that a sensible implementation of text automation
technologies focused on the clinicians’ needs may still play a crucial role and more importantly,
enable better patient care.

5.1.9 Solving Simpler Things Ahead of the Hard Questions. Applications of AI in medicine re-
cently have focused on high-stake decisions, such as ruling out diseases and providing diagno-
sis [124] or question-answering systems and conversational agents [94]. However, clinicians also
perceived a great value and potential healthcare improvements in solving simple or tedious tasks,
which would not require innovative complex AI, but rather an application of existing technologies.
Among these forms of automation could be voice recognition, text recognition engines, named en-
tity extraction, and summarization. It could be argued that the recent developments in the NLP
space paint this as rather an implementation and engineering challenge than an AI research prob-
lem that would require new AI and ML models.

5.1.10 Non-technical Solutions and the Need for Automation in Healthcare. We recognise that
there are other non-automated options available such as the use of human medical scribes or in-
troducing greater interoperability between systems and standards [83, 116]. However, we consider
that these options have specific shortcomings and limitations which limit their applicability and
do not overcome the need for text automation in EHRs.
Considering the use of human medical scribes, there are important limitations to their applica-

bility including costs [111], frequent changes to the medical scribe workforce and a variable degree
of satisfaction and availability [29]. More importantly, medical scribes are specific to the United
States health sector, while many other healthcare systems make no use of them. Relying on an
expensive, predominantly US-specific workaround may be of limited value for other healthcare
systems, clinicians and EHR developers. That is potentially a reason why alternative strategies
replacing or complementing human medical scribes have recently gained traction worldwide [27].
Moreover, in the specific setting of Primary Care, it is unrealistic to consider that a medical scribe
workforce could be easily implemented to accompany every primary care, physician, and consul-
tation while most healthcare systems struggle to retain their workforce [78].
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Interestingly for UX researchers, the medical scribe industry perceives the improvement of EHR
usability as a risk [29] and postulates an inverse relationship between EHR usability and the need
for medical scribes. This could explain the perception that the use of medical scribes hampers
the development of user-friendly and advanced EHR systems [41]. However, the existence of the
medical scribe industry may also open opportunities to develop innovative technology solutions
tailored specifically to this sector. For example, the work of Medical Scribes can be improved by
the use of hybrid human/automated scribe solutions, where intelligent text automation technolo-
gies perform mundane tasks and streamline the work of their human counterparts. How to ef-
fectively combine the strengths of humans and machines in such a setting remains largely an
under-explored area, with an opportunity for future UX research.
The text automation tasks related to medical correspondence (e.g., prescribing a drug suggested

in a hospital discharge summary) could be overcome by better system integration and interoper-
ability (e.g., a prescription from the hospital goes directly into primary care prescription record)
bypassing the need for primary care clinicians doing a copyist work. However, several reasons
limit the practical application of this simpler solution including cultural, structural and economic
among others (Reisman, 2017). Although several initiatives are underway (Bonomi, 2016; Mad-
husoodanan, 2022), legal protection of health data still would limit the flow in various scenarios,
making the need for systems that can extract and copy information from diverse sources, such as
primary care, hospital records. More importantly, a higher degree of integration or even the use
of a human workforce does not eliminate the need for coding and extracting clinical entities and
relations; it just moves the problem to another part of the pipeline. Therefore, we consider that
the use of a text-automation augmented EHR interface would be of value, regardless of the model
of medical documentation in place.

5.1.11 Future of Clinical Consultation, Towards the Era of AI-assisted Clinical Practice. Besides
all the concerns expressed, there is a positive attitude and anticipation that the clinical consultation
may experience a general overhaul over the coming years. The experience of the years of the SARS-
COV-2 pandemic with the spread of telehealth consultations (Monaghesh & Hajizadeh, 2020) and
the growing flexibility in the options for consultation have paved the way for approaching further
technological implementations into everyday practice. Equally, the general trend towards voice-
assistant technologies, which have become ubiquitous over the past few years and the continued
improvement of the NLP field fuelled by powerful multipurpose models (Brown et al., 2020), can
help to materialize a near future where advanced AI systems take different roles in conjunction
with the clinician. An all-powerful assistant that can take notes, modify prescriptions, create ap-
pointments, or refer patients to certain services, is within the reach of the current voice-assisted
technologies, where for instance, creating a calendar appointment with a system such as Siri, has
become a trivial task for any smartphone user. It is feasible to have such a system implemented
successfully in the clinical setting, liberating resources, and reducing the administrative burden of
the consultation.
The next step for AI systems and NLP is the creation of capable expert systems, which can make

predictions and suggest to users the best course for managing a particular ailment or disease. The
development of AI predictive models has exploded over recent years, although their quality and
validation remain limited (Christodoulou et al., 2019). Translating NLP extracted entities into a
pipeline that feeds predictive models, which are later converted into natural text is one of the
possibilities that these technologies would allow. It remains unclear, however, how to make the
best use of all the developed models, when only a handful of them are used in day-to-day medical
practice. Moreover, how the clinician would react to having this external expert input and how
the input would interact with their judgment and influence their decisions is still an open research
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area. Certainly, there is a growing need to explore these aspects from the prism of user experience,
as they would offer the final layer between AI and clinical users and could either facilitate or trump
the whole endeavour.

5.2 Limitations

This study is notwithout limitations.We have only includedAustralianGPs, although from various
geographical areas, mostly surrounding the urban population centres. The needs of GPs practising
in rural and remote areas may differ from those working in cities or big towns. Additionally, pri-
mary care and general practice settings may vary across regions and national/state health systems,
pointing to potentially making the important features and the design options different for those
GPs. Future developments such as user-centred design and prototyping need to include a broader
representative sample of clinical professionals to further validate our findings.
Another potential limitation is that we did not collect GPs’ prior familiarity with automation

technologies and a certain degree of variability in terms of tech-savviness could have been present,
especially taking into consideration that a broader sample could have different views on the use of
EHR systems. To overcome this, we provided the GPs with a general explanatory introduction and
a set of clinical documentation scenarios. Although we tried to minimise the interference between
our views and those of the GPs, there could be a certain degree of influence in the responses of
our participants due to the priming effect caused by these scenarios. We mitigated this by provid-
ing only general examples of well-known software platforms (e.g., Gmail’s text auto-completion,
Alexa voice assistant) reflecting what NLP is currently capable of and how these technologies can
be deployed. Likewise, interviewing participants having no prior experience with the use of text
automation technologies poses a limitation, as they may not completely understand the technol-
ogy, its capabilities, or potential benefits. At the same time, we consider that this also offers advan-
tages, as the participants are less primed to their previous experience and are the intended final
users of these technologies. Another potential limitation that stems from this, is that although we
based our presentation on the current capabilities of the technology in other areas, we presented
the future NLP systems as if they have been tested and worked properly. When testing real-world
systems and applications researchers may find different answers if the technology does not behave
as expected or with sufficient accuracy.
Likewise, certain of the “consultation of the future” subthemes that emerged may appeal to a

certain type of doctor, that is again, those more prone to technology use. GPs in different contexts
or different practice styles may not find the appeal of having an AI as an expert system or as an
assistant in their day-to-day practice.
Another potential limitation is that participants were recruited by expressing their interest in

the topic and there is the risk that our sample might be biased toward more tech-savvy GPs. One of
the potential challenges GPs mentioned is that older clinicians may rather exhibit a more hesitant
attitude and increased resistance to change. Moreover, not only GPs work in primary care, but
there are also nurses, allied health professionals, and administrative staff. Clinical and non-clinical
users may have different needs and concerns surrounding the use of text automation and AI as well
as sociocultural factors may influence their use [120]. EHR may not serve exclusively for clinical
purposes, but depending on the health system, be used for billing purposes and secondary uses of
healthcare data (such as epidemiological surveillance), thus requiring additional features and ad-
dressing different challenges. However, this should not impede the features that are important for
doctors, the main users of the EHR. Future research will need to focus on addressing the needs of
all potential users, and ideally, design a dynamic system that allows different modes of interaction,
adapting to specific user needs.
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Additionally, this study has focused on the primary care setting, whereas secondary care includ-
ing hospitals and contexts like emergency medicine or intensive care units may require different
features or focus on other types of interactions and benefits of AI and text automation. However,
the advantages that can be obtained from information extraction and text summarization could be
useful across the health system [48, 114] and could be used by a wide range of clinicians, speciali-
ties, and health settings.
Lastly, this study is a first step towards deriving the attitudes of clinicians and the required

features of an NLP text automation system, to be designed and be practically useful. Further re-
search is needed to validate these findings and address aspects ranging from the accuracy and
validity of NLP algorithms to various aspects of user interaction and user experience. In addition,
proper testing and evaluation of various modalities of interaction and the ways they instil trust
and confidence in the system, without increasing the pervasive risks of automation bias, should
be considered before any clinical validation study takes place. In our study, we have not focused
on exploring other potential limitations and considerations surrounding the application of NLP to
clinical texts. Additional work may be needed to explore the risks of algorithmic bias, especially
concerning the use of large language models. This may include patient safety and legal issues sur-
rounding the governance of confidential and sensitive medical information present in the EHR and
decisions relying on unverified data automatically extracted from free-text sources.

6 CONCLUSIONS

Wehave identified fourmain themes surrounding theGPs’ attitudes toward text automation. These
four connect to the overarching idea of Doctor-AI collaboration and the synergistic relation be-
tween the doctor and automation technology. Thus, our work surfaces valuable insights, pertain-
ing to the user-centred design of NLP tools for the medical domain, and primary care users more
specifically.
Further research is needed to unravel how clinicians could interact with the automated text

systems supported by a broader model of doctor-AI collaboration and how the new automation
technologies could be designed and deployed safely and ethically in a real-world setting. Future
research needs to focus on developing a deep understanding of doctor-AI collaboration models
and designing medical NLP systems addressing the diverse needs and preferences of healthcare
professionals while overcoming the errors and inefficiencies pervasive in the current EHR systems
worldwide.
Future research needs to focus on exploring systems that perform specific NLP tasks and can be

integrated into a cohesive EHR user experience. Developing modules that perform specific tasks
such as named entity recognition or summarization and assessing how they interact with the
clinical documentation task and integrate with the rest of the EHR system components is key to
achieving a successful automation integration. Moreover, system designers need to evaluate dif-
ferent modes of interaction, such as those that allow different degrees of automation (from fully
supervised to fully automated) to derive the onesmost usable and best perceived by the user. Lastly,
user experience needs to be designed around improving the ergonomics and facilitating seamless
integration with the record, to avoid creating additional layers of complexity in the already clut-
tered interfaces and medical electronic systems.
Developers, researchers, and system designers alike should focus on addressing the pressing

needs for text automation, especially in the more time-intensive areas and easier problems such
as drug extraction rather than in the highly complex and intensive tasks such as clinical inference
or diagnostics. Focusing on these low-hanging fruits may allow for further waves of progressive
automation in the future. Moreover, there is an increasing need for a complete overhaul of the
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EHR systems, addressing the need for changes to the interfaces and interactions that would allow
meaningful and safe use of AI and text automation in clinical practice. System designers must ad-
dress these needs when designing novel modes of interaction while bearing in mind that clinicians
have tomaintain a degree of control. Lastly, interactions between clinicians and the automated text
technologies need to be designedwith a focus on human-AI collaboration and not a substitution, as
clinicians are here to stay for the near future, and it is only through this meaningful collaboration
that we can ensure a beneficial change for the future of healthcare.

APPENDICES

APPENDIX 1

Initial technology pitch to participants:
Welcome and thanks for participating in this interview. Before we get started, I would like to

give a short overview of the technologies we will be discussing today. As you may know, we
have some new technologies that broadly we called “Artificial Intelligence” or AI that allow us to
perform some complex operations and automate certain tasks. Examples of this are for instance
self-driving cars, voice assistants such as Siri or Alexa, apps that can recognise faces in photos,
such as in Facebook or Algorithms that can play games such as Chess or Go.
Among all these technologies, I would like to paint attention to some specific ones, to those AI

algorithms that are focused on text and language. This are called “Natural Language Processing”
algorithms or “NLP” for shorts. These algorithms. basic function is to recognise and process human,
unprocessed text, such as what is present in spoken conversations, or in written pieces such as
books, magazines, or letters. When narrowing it down to medicine, they have been used for a
variety of purposes, for instance extracting relevant medical information (such as diagnoses or
prescriptions from a text) to establish relations between different parts of a text such as a body part
and a disease or for instance and in combination with some other clever technologies to convert
voice into written text, and even produce some summary information of those texts. These are just
a few examples, but generally speaking the idea behind NLP is to automatically “comprehend”,
“organise” and even “produce” free text.
Now I would like to ask you some questions about your views on AI and implementing automa-

tion in General Practice and then in particular having in mind this text processing technologies.
This was then followed by the semi-structured interview questions.

APPENDIX 2

Box 1: General Questions Surrounding attitudes towards AI & automation

1. What do you think in general on the use of automation technologies (AI, NLP) in medicine?
2. What do you think specifically about the use of automation in your general practice?
3. What would be the most appropriate tasks (e.g., radiology, pathology, decision support sys-

tem, triage, text analysis. . . ) that could be done by automated systems?
4. What do you think are the main organizational barriers impeding the implementation of

automation technologies in primary care?
5. What do you think could help simplify/smoothen its implementation in primary care?
6. Do you have any major concerns when using automated technologies in medicine? If yes,

what are they?
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Box 2: Specific questions regarding text automation and clinical documentation

scenarios

8. How can automated clinical text processing be useful in your day-to-day practice? Why?
9. Are there any specific scenarios in your everyday use of electronic health records that you

think automated clinical text processing would be particularly useful? Why?
10. Considering written medical information beyond your practice, such as clinical notes, dis-

charge summaries, referral letters, what would be most useful tasks for these technologies?
11. In which situations such a system would be helpful (e.g., when first accessing patients

notes, in complex patients, when reviewing and adding clinical letters to local EHRs. . . )? Why?
12. Is there particular information that you think those automated systems need to extract

(e.g., medications, diseases, adverse drug reactions)? Why?
13. In which situations do you think such a system would potentially cause some problems or

difficulties? Why?
14. Do you envision any other concerns with the use of automated text analysis technologies?
15. Could you think of other scenarios where this technology could be useful for you?
16. Can you try to describe how you imagine “the consultation of the future” in a few years,

taking into consideration all the elements we discussed?
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