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Abstract. Recommender systems use nowadays more and more data
about users and items as part of the recommendation process. The avail-
ability of auxiliary data, going beyond the mere user/item data, has the
potential to improve recommendations. In this work we examine the con-
tribution of two types of social auxiliary data — namely, tags and friend-
ship links — to the accuracy of a graph-based recommender. We measure
the impact of the availability of auxiliary data on the recommendations
using features extracted from both the auxiliary and the original data.
The evaluation shows that the social auxiliary data improves the ac-
curacy of the recommendations, and that the greatest improvement is
achieved when graph features mirroring the nature of the auxiliary data
are extracted by the recommender.

Keywords: Graph-based recommendations, feature extraction, social
data, music recommendations.

1 Introduction

The popularity of Web-based recommender system has led to the development
of a spectrum of recommendation techniques. Most of them exploit, in a canonic
form, three information entities: users, items, and feedback of users for items.
Numerous prior works have shown that the accuracy of the generated recom-
mendations improves when the representation of these entities is enriched by
auziliary external data, such as user’s demographic data, item domain knowl-
edge, or information on the recommendation constraints [2]. This finding was
validated across a variety of recommendation techniques, application domains,
and types of auxiliary data that can be used by the recommender.

Here, we investigate the exploitation of an auxiliary data originating from an
online social networking system in a graph-based recommender. The choice of
the social auxiliary data is driven by the abundance and ease of access to social
data. Nowadays, it is common for users to have accounts on a social network
(often, on more than one), to express their opinions, stay in touch with contacts,
and share content of interest [5]. All this information can be captured and mined,
and potentially serve as the source of a rich auxiliary user information for the
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recommender [7,10]. Specifically, we leverage two types of social auxiliary data:
(i) free-text tags assigned by users to content items, and (ii) online friendship
links established between the social network users.

The focus on graph-based recommendations is also natural. In previous works,
graph-based representation of the recommender data was shown to successfully
encapsulate the relationships between the entities and to facilitate the generation
of accurate recommendations [15,16]. It also allows for automatic extraction and
population of graph-based features, which further improve the recommendation
accuracy. Hence, our goal in this work is to study how the inclusion of auxiliary
tags and friendship link data, along with the graph features extracted from this
data, affects the accuracy of the graph-based recommender.

To answer this question, we use a publicly available data extracted from the mu-
sic Web-site Last.fm.! The dataset consists of 1,892 users and 17,632 artists, whom
the users tagged or listened to. That is, every user-artist pair is accompanied by the
by the set of tags assigned by the user to the artist and by the number of times the
user listened to the artist. Every user tagged or listened to, on average, 98.56 and
49.06 artists, respectively - and, vice versa, every artist was tagged or listened by
14.89 and 5.26 users, respectively. The dataset also contains information regard-
ing 12,717 friendship links established between users on Last.fm. We represent this
data as a graph, where the users, artists, and tags are the nodes, and ‘listens’ and
‘friend’ relationships are the edges. The assigned tags are reflected in the graph by
the user-tag and tag-artist edges (see schematic diagrams in Figure 1).

We experiment with four graph schemes, where the tag, friendship, or both
tag-and-friendship auxiliary data is included. For each schema, we extract and
populate two sets of graph-based features. The first refers to a subset of basic
features that can be extracted only from the original user, item, and feedback
entities, disregarding the inclusion of the auxiliary data. The second is the ez-
tended set of features, where the basic features are augmented by a set of new
features that mirror the nature of the included auxiliary data. We feed these
features into a Gradient Boosted Decision Tree classifier [8] to predict withheld
listening numbers, and recommend the top-ranked artists to users.

The evaluation highlights two key findings. Firstly, we show that the inclusion
of auxiliary tag and friendship data improves the accuracy of the generated rec-
ommendations, whereas the inclusion of both achieves the greatest improvement.
We also observe that the information encapsulated in the user friendship links
turns to have more influence on the recommendations than the artist tagging
information. Secondly, we show that features, which were conceived in a way
that reflects the very nature of the auxiliary data being used, yield substantially
more accurate recommendations.

2 Methodology

The effect of social auxiliary data on a graph-based recommender entails two
questions: (i) what data is included in the graph representation, and (ii) which

! http://www.last.fm, Last.fm — Listen to free music and watch videos.
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Fig. 1. Four schematic graph model

graph features are extracted and populated. We describe the methodology for
graph-based data representation and feature extraction in the sections below.

2.1 Graph Models

The canonic Last.fm data used by graph-based recommender uses three entities:
users, artists, and feedback (in this case - number of listens). The users and items
are represented as the graph nodes, whereas the number of listens is expressed
through the label of the edge between the two nodes. We use four different
graph models, which use different types of social auxiliary data: no auxiliary data
(denoted as baseline, BL), user-artists tags data (BL+T), user-to-user friendship
links (BL+T), and both the tag and friendship data (BL4+T+F). The graph
models are illustrated in Figure 1.

When the auxiliary tag data is included, the free-text tags are also represented
as the graph nodes. This way, a user-artist tag is converted into two edges:
between the user and the tag, and between the tag and the artist. When the
auxiliary friendship data is included, bi-directional edges between the nodes of
users who friended each other are established. Finally, the inclusion of the tag
and friendship data at the same time augments the baseline graph with the tag
nodes, user-tag edges, tag-artists edges, and user-to-user edges.

2.2 Feature Subsets

Given the above graph-based representation of the data, we extract and popu-
late a set of graph features. Some of these features can be populated directly
from the data, e.g., number of artists listened by a user, number of users who
listened to an artist, average number of listens for all artists listened by a user,
and so forth. Other features inherently rely on the graph-based representation,
e.g., node degree centrality, average neighborhood degree, PageRank score, and
clustering coefficient. Intuitively, these features are not populated from the data,
but rather quantify the importance of nodes in the graph-based representation
of the data. Note that these features can be populated both for the user and
artists nodes, and we refer the reader to [16] for an elaborate discussion of the
graph features that can be extracted and populated.

We differentiate in our work between two groups of features. The basic features
are extracted from the graph-based data representation only and disregard the
unique nature of the social auxiliary data. For example, consider the PageRank
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score feature. The value of this feature for a given user node can be populated
regardless of the auxiliary data. Including the friendship edges will clearly affect
the value of this feature, but it can still be extracted and populated for the four
graph models. We denote by F' the set of basic features, e.g., Fipr1 is the set of
basic features extracted from the graph-based representation of data augmented
by user-artist tags.

The set of extended features includes, on top of the above-mentioned basic
features, also new features that mirror the nature of the included auxiliary data.
For example, consider a feature defined as “the ratio of user’s friends, who also
listened to a certain artist.” This feature leverages the very notion of friendship
between two users, on top of only considering the presence of a new edge between
the two nodes in the graph-based representation of the data. We denote the set
of extended features by F, e.g., FBL+T+F.

We would like to highlight the dual impact of the new features F \ F. These
features can be populated using the auxiliary data only, as this data does not
exist in the BL graph model. In the first instance, the mere presence of these fea-
tures in the recommendation process may affect the accuracy of the graph-based
recommender. However, the inclusion of the auxiliary data and the augmentation
of the graph-based representation with the new nodes and edges, may affect the
values of the basic features in F' and, indirectly, also affect the recommendation
generation process. We will investigate this duality in the experimental part of
the work.

3 Experimental Setting

3.1 Dataset

We use a publicly available dataset extracted from the Last.fm music Web-site
and used in [3]. The dataset contains 1,892 users and 17,632 artists, whom the
users tagged and/or listened to. The dataset also contains social information re-
garding the friendship links established between Last.fm users. There are overall
12,717 such bidirectional friendship links. There are in total 11,946 unique tags
in the dataset, which were assigned by users to artists 186,479 times. Each user
assigned on average 98.56 tags, 18.93 of them being distinct. Each artist was
assigned with 14.89 tags on average, 8.76 of them being distinct.

A brief characterisation of the dataset is shown in Figure 2. We first observe
in Figure2(a) the distribution of the number of friends per user. We note that
the average number of user-to-user edges in the BL+F model is low, which
is illustrated by the vast majority of users having less than 10 friends, and
about half of users having less than 4 friends. Nevertheless, friendship-based
features prove to be important for the recommendations, as per the next section.
Intuitively, the existence of the friendship edge between two users can be a good
indicator of similar tastes, and as such, friendship-based features are expected
to affect the recommendation process.

In Figure2(b), we show the distribution of the average number of tags each
user shares with other users. This is presumably an indicator of the connect-
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Fig. 2. Data characteristics

edness of users in the BL+T graph. We observe that, on average, a user tag
is found redundant across a non-negligible set of other users. In essence, many
tags are used by a significant portion of users, while only 13.5% of tags do not
propagate in the graph. In Section 4, we show that this feature is amongst the
most important features extracted from the auxiliary tag data.

Lastly, we measure the distributions of the number of listens per artist, user,
and in total. We observe that the overall and per artist distribution are highly
similar. The user-based distribution resembles the same behaviour, but, as ex-
pected drops faster. This aligns with the intuition that the number of users who
listen to several hundreds of artists is smaller than the number of artists who
are listened by several hundreds of users [11].

3.2 Prediction and Metrics

We perform a 5-fold cross validation in which 5 different training sets are created.
We prune users with less than 5 ratings to ensure that every user has at least
one rating in the test set and four training ratings. For each training fold, we
create a graph for each graph model outlined in Figure 1. Each graph generates
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the set of basic features, as well as a different set of extended features associated
with the auxiliary data being included. The generated features are used as the
input for a linear regressor, trained to predict the number of listens for a given
user-artist pair. We use the Gradient Boost Decision Tree regressor, which is
often used for general classification and prediction problems [8].

In order to evaluate each graph model and its associated features, we measure
the performance of the regressor in predicting the number of listens and in rank-
ing the artists. For each user, we create a candidate set of artists by picking 10
artists out of the true set of top-50 artists listened by the user and complement-
ing these by randomly chosen artists. For example, candidate set of 100 artists
includes 10 artists listened by the user and 90 random artists.

Then we use the regressor to predict the number of listens for each artist in the
candidate set, rank the set accordingly, and compute precision at 10 (P@10) for
every user, as the performance metric [13]. That is, we compute the intersection
between the top-10 artists in the predicted ranked set and the real 10 artists
listened by the user that were included in the candidate set. Finally, we average
P@10 across all the test set users. This evaluation method is known as top-n
recommendations [6], and is applied to evaluate recommenders that use implicit
factors, e.g., number of views or behavior logs.

4 Results

As outlined in Section 2, social auxiliary data allows for different representations
of the graph model, which, in turn, offer new possibilities for the extraction and
population of graph features. In this section, we first study the impact of such
auxiliary data and the corresponding features on the accuracy of graph-based
recommendations. Then, we analyze the difference between the recommendations
generated using the basic and the extended set of graph features.

4.1 Auxiliary Data as a Source of Graph Features

In this experiment, we observe the performance of the recommender when using
the extended set of features, i.e., both basic and new features, as extracted and
populated from the four graph models. Figure 3 shows the PQ10 values averaged
across all test set users, as obtained for the BL, BL+T, BL+F, and BL+T+F
graph models, while the candidate set size varies from 50 to 150 artists. The
boundaries of the boxes denote the 25th and 75th percentile of P@Q10, and the
average PQ@10 is marked by the dots inside the boxes.

First, we clearly observe that the inclusion of the social auxiliary data of either
the artist tags or friendships links substantially improves P@10. When both the
tags and friendship links are included in the BL+T+F model, we observe the
highest average P@10 across all the candidate set sizes. The improvement with
respect to the BL model that includes no auxiliary data is statistically significant,
ranging from 70% for candidate set size of 50 to 84% for candidate set size of
150. Note that a modest improvement (2.9% for candidate set size of 50 to 9%
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Fig. 3. Average precision for the four graph models and varying candidate set size

for candidate set size of 150) of the BL+T+F model with respect to the best-
performing model that included either the tag or the friendship data. This shows
that including both types of social auxiliary data further improves the accuracy
of the recommendations.

Notably, the BL+T and BL+F models obtain very similar P@Q10 scores across
all three candidate set sizes, showing the positive effect of the inclusion of the
auxiliary data. However, as noted in Section 3.1, the tag data includes more than
186K user-artist tags, whereas the friendship data consists of only 12K user-to-
user links. The observation that the obtained precision is similar indicates that
a single user friendship link is more influential than a single artist tag and yields
a greater improvement in the recommendation accuracy.

We observe a drop in the obtained PQ10 scores when the size of the candidate
set increases. This is expected, as the selection of top-10 listened artists out of
a set of 150 candidates is inherently harder than out of 50 candidates only.
Nevertheless, the drop in accuracy is smaller than one may expect. Specifically,
P@10 of the BL+T+F model drops by 14% when the size of the candidate set
is doubled from 50 to 150, and by 22% when it is tripled to 150.

To assess the fluctuations in the accuracy of the graph-based recommender, we
measure the precision scores obtained for various users. In Figure 4-left, we plot
the average P@10 obtained for all the users having a certain number of friends.
The regression line shows that P@10 increases with the number of friends, i.e.,
users who established many friendship links with other users get more accurate
recommendations than those who established a few. A strong positive correlation
of 0.82 is observed between between the number of friends of a user and PQ10
achieved for the user.

No dependency is observed is a similar experiment referring to the number
of tags a user assigned. Hence, we turn to the popularity of the assigned tags.
Figure 4-right shows the P@Q10 of a user as a function of the average popularity
of tags used by the user, i.e., average number of other users who used these
tags. As shown by the regression line, P@Q10 increases with the popularity of
the used tags, although in this case the correlation is weaker, 0.29. Note that
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Fig. 4. Precision vs. number of friends (left), and average popularity of tags (right)

the precision obtained for users with non-popular tags fluctuates all over the
precision spectrum. This suggests that the dependency between the number and
popularity of tags, and the accuracy of recommendations is harder to establish.

4.2 Basic and Extended Feature Set

We turn now to the analysis of the performance of the basic and extended fea-
tures sets extracted from various graph models. For each graph model, we com-
pare the average PQ10 of the predictions generated using the extended feature
set I’ with the one generated using the basic feature set F. The candidate set
size is fixed in this experiment to 50. The results of the comparison are shown
in Figure 5, where the solid boxes denote the extended feature set F' and the
dotted boxes - the basic set F'. Note that the comparison is impossible for the
BL graph model, since no auxiliary data is included there and F=F.

It can be observed that the extended feature sets outperform the basic ones
across the boards. The improvement contributed by the new features F'\ F is

Candidate set size=50
10 et

0.8
0.6
0.4

0.2

BL
BL+T
BL+F
BL+F+T

Fig. 5. Precision of the extended (solid boxes) vs the basic (dotted boxes) feature set
for the four graph models
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Table 1. Feature importance rankings for the four graph schemes

FsL FsL
#1|user.avg.nei_degree (100%) |user_avg_nei_degree (100%)
#2|user_pagerank (56%) |user_pagerank (56%)
#3|artist_pagerank (50%) |artist_pagerank (50%)
#4|user_clustering_coef ~ (49%) |user_clustering_coef (49%)
#5|artist_degree_centrality (47%) |artist_degree_centrality (47%)
Fprir Fprir
#1|artist_pagerank (100%) |fraction_of_shared_neighbours (100%)
#2|user_avg_ nei_degree (96%) |fraction_of_shared_tags (27%)
#3|user_pagerank (87%) |user_avg_nei_degree (18%)
#4|artist_degree_centrality (79%) |user_clustering_coef (17%)
#5|user_clustering_coef (57%) |user_pagerank (17%)
Fprir Fpr+r

#1|user_clustering_coef ~ (100%) |fraction_of_shared_neighbours (100%)

#2|artist_pagerank (73%) |fraction_of_shared_friends (36%)
#3|user_pagerank (65%) |user_pagerank (23%)
#4|artist_degree_centrality (58%) |user_clustering_coef (20%)
#5|user_degree_centrality (53%) |artist_degree_centrality (16%)
Fpryr+r Feririr
#1|artist_pagerank (100%)|fraction _of_shared_neighbours (100%)
#2|user_pagerank (81%) |fraction_of_shared_friends (41%)
#3|user_avg nei_degree (70%) |fraction_of_shared_tags (18%)
#4|user_clustering_coef (68%) |user_clustering_coef (12%)
#5|user_degree_centrality (46%) |user_avg nei_degree (11%)

comparable for BL4+T and BT+F models (10% and 12%, respectively), while it
is substantially higher for the BL+T+F model (29%). This clearly shows that
extracting features that reflect the nature of the included auxiliary data and
enriching the set of basic features is beneficial, as this improves the accuracy of
the recommendations. It should be noted that some improvement is observed
also for the basic feature set F', but this improvement can be leveraged if the
new features F' \ F are extracted and populated.

We note that out of the three graph models with the basic feature set, the
lowest P@10 is achieved, somewhat surprisingly, by Fpr+7+r. That is, although
FBL+T+F is superior to FBL+T and FBL+T (see Figure 3), in the case of basic
feature sets we observe that Fprr and Fpr4+r both outperform Fppyr4+p. We
conjecture that including both types of social auxiliary data but not extracting
and populating the new features leads to redundancy in the graph and degrades
the performance of the recommender.

Related to this is the analysis of most important features in each feature set.
A by-product of the Gradient Boost Decision Tree is the feature importance
ranking, which communicates the the contribution? of every feature in the set to
correct predictions of the user-artist number of listens. Table 1 compares the 5
most important features along with their importance scores, for the four graph
models. Like in Figure 5, the basic and the extended feature sets are identical
for the BL model.

2 Note that the importance values of the features shown in Table 1 do not sum up
to 100%. Instead, the importance of the top feature is marked as 100% and the
importance of other features is scaled with respect to this top feature.
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Note that the most important features in the extended feature sets of all three
graph models are new features that are extracted from the auxiliary data. The
fraction_of _shared_neighbours feature denotes the ratio between the number of
nodes that are common neighbours (both tags and friends) of the user and artist
and the overall number of neighbors. This feature is further broken down into
fraction_of _shared_friends and fraction_of_shared_tags. The first feature is
steadily selected by the Gradient Boost Decision Tree as the most important fea-
ture, and it is accompanied by the ratio computed for the tags and friends in the
BL+T and BL+F models, respectively. In the combined BL+T+F model, both
features are selected, but the importance of the ratio for friends is higher than
for tags, which aligns with our earlier observation that the auxiliary friendship
data is more influential than the tag data.

As the new features from the F \ F set are selected as the most important
features, other features from the basic set are pushed down the list. However, in
all three models, the basic features included in top-5 list of the extended feature
set were also present in the top-5 list of the basic set. This experiment highlights
our observation regarding the importance of the extraction of the new features
for the graph-based recommendation process.

5 Related Work

There are multiple works in the field that evaluate the contribution of social
links to popular personalisation and recommendation techniques, such as collab-
orative and content-based filtering [12,4,10]. A hybrid recommender system that
combines tags and social links was evaluated by Guy et al. in [10]. The authors
compared the hybrid approach to stand-alone approaches that solely use only
social links or tags, and it was found that the hybrid approach significantly out-
performed others. A user study discovered that recommendations generated by
the hybrid approach were regarded by users as the most interesting. Our work
reaffirm their findings and shows the superiority the graph the exploits both the
tag and friendship social auxiliary data.

Along similar lines, Freyne et al. developed a personalized model for recom-
mending social network news updates [7]. The model combined in a linear man-
ner the quantified strength of user-to-user online relationships with the observed
importance of network activities for the user. Their strength of user-to-user re-
lationship encompassed the activity of the two users, as well as their direct and
indirect (through common friends) interaction. The model was evaluated in a
user study and was found to accurately recommend relevant social network up-
dates, to assist users in establishing and maintaining friendships, and to boost
contribution of user-generated content. Recent reviews of additional works that
leverage social data for the purpose of recommendation generation can be found
in [9], [14], and [1].

In [12], Konstas et al. developed a graph-based approach based on random
walks for generating recommendations over social datasets, among them Last.fm
(this was a proprietary dataset, and not the publicly accessible one used in our
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work). The reported results showed an improvement in recommendations when
using the random walk approach in comparison to the baseline standard collab-
orative filtering. The optimizations in that work surrounded a single graph algo-
rithm, random walk with restarts, and its parameters, such as the walk restart.
In our work, random graph walks with static parameters are represented by the
PageRank score feature. We extend the work of Konstas et al. by considering
a broader range of graph features and evaluating the basic and extended fea-
ture set on four graph models. We also provide insight on the most important
individual features.

In our own previous works we studied the performance of graph-based rec-
ommendations and graph features in various scenarios [15,16]. We used graph
features in two different domains: for business recommendation and for interest
recommendation. In both use-cases, the graph features were found to have a pos-
itive impact on the prediction accuracy. The difference between the graphs and
features in this work with respect to our previous works lays in the availability
of social auxiliary data, which introduces new graph features, affects the existing
features, and imposes a new type of relatedness between the graph nodes. Also,
the friendship data connects nodes from the same type (user-to-user edges),
thus, extending the bipartite user-item graph. In this work, we used a different
machine learning technique and evaluation metric to generate the predictions,
showing that the effect of graph features holds also for Gradient Boost Decision
Tree and ranking-based tasks.

6 Conclusions

In this work we studied the effect of inclusion of social auxiliary data on graph-
based recommendations. We discovered that the inclusion of both the tags as-
signed by users to items and of the friendship links established between users
contributes to the accuracy of recommendation. The impact of the friendship
data was found to be stronger than of the tags data, while the strongest impact
was observed when both types of auxiliary data were included.

Following these observation, we thoroughly investigated the need for extract-
ing new features, which mirror the nature of the included data. We assessed the
contribution of these features and conclude that the greatest improvement in the
accuracy of the recommendations is achieved when the inclusion of the auxiliary
data is complemented by the extraction and population of the new features.
Overall, our work shows highlights the benefits offered by the graph features to
recommender systems.

This work raises several challenging questions that we leave for the future.
One question pertains to leveraging the content of the tags for enriching the
graph structure. For instance, multiple tags assigned by a user (or to an artist)
may convey a similar message. We would like to analyse the textual content of
the tags and establish graph links between similar tags. We will then study the
impact of these links on the accuracy of the generated recommendations.

Another question deals with the importance of specific values of the features.
In here, we measured the importance of the extracted features. It may turn out,
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for instance, that although the importance of a feature is low, the importance
of specific values of the feature is high. For example, consider the importance
of listening to a popular mainstream artist versus of listening to a niche punk
band. We will develop models that identify these important values and exploit
them for the recommendation purposes.
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