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ABSTRACT
Open data initiatives and policies have triggered a dramatic in-

crease in the volume of available research data. �is, in turn, has

brought to the fore the challenge of helping users to discover rel-

evant datasets. Research data repositories support data search

primarily through keyword search and faceted navigation. How-

ever, these mechanisms may suit users, who are familiar with the

structure and terminology of the repository. �is raises the problem

of personalized dataset recommendations for users unfamiliar with

the repository or not able to clearly articulate their information

needs. To this end, we present and evaluate in this paper a rec-

ommendation approach applied to a new task — recommending

research datasets. Our approach hybridizes content-based similar-

ity with item-to-item co-occurrence, tuned to a feature weighting

model obtained through a survey involving real users. We applied

the approach in the context of a live research data repository and

evaluated it in a user study. �e obtained user judgments reveal

the ability of the proposed approach to accurately quantify the

relevance of datasets and they constitute an important step towards

developing a practical dataset recommender.
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1 INTRODUCTION
�e Open Science paradigm has led to rapid proliferation of open

research data on the Web [18]. Examples of research data include ob-

servations, measurements, model outputs, statistics and survey out-

comes. Various discipline-speci�c and common repositories have
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been established to simplify dissemination of research data. For

example, the Registry of Research Data Repository
1

has recorded

more than 2000 repositories from various disciplines, and the Dat-

aCite portal
2

currently provides access to more than 3.8 millions

research datasets.

A number of recent studies [4, 6, 8, 12, 23] have revealed that

the current data repositories lack e�ective data discovery solutions

that accurately deliver relevant datasets. Currently, users may �nd

datasets-of-interest in the repositories through keyword search

and faceted navigation. �ese mechanisms may be appropriate for

users performing known-item searches, e.g., search by author, title

or Digital Object Identi�er (DOI), or users, who are familiar with

the nature and structure of the repository. However, when users

are unable to clearly articulate their needs, seek for datasets in an

unfamiliar domain or merely address their ephemeral needs, such

search mechanisms may be inadequate [24]. Also, since the search

primarily relies on a data description (metadata), top-ranked search

results may belong to the same collection and fall short in uncover-

ing novel datasets. �ese challenges re�ect the emergent need for a

data discovery solution that complements the search functionality

and can deliver personalized dataset recommendations to users.

In this paper, we set out to develop a recommendation approach

for open research datasets. Although our approach leverages estab-

lished recommendation methods, it applies them to a new problem

of dataset recommendations. �e proposed approach identi�es

datasets of relevance using a hybrid similarity function that in-

corporates properties of datasets, e.g., metadata features, as well

as their usage pa�erns, e.g., search/download co-occurrence. �e

approach is underpinned by a data-driven weighting model derived

empirically in a user study involving 151 users of the Data Access

Portal (DAP) repository deployed by CSIRO [5]. �e recommen-

dation approach is evaluated in another user study that considers

more than 1,000 explicit relevance judgments provided by 113 DAP

users. �e results of the study demonstrate that our approach is

capable of accurately predicting the relevance scores of datasets

that align with the user judgments. Hence, this is an important step

towards practical deployment of recommendation technologies in

research data repositories.

In summary, the main contributions of this work are two-fold.

First, we propose a new recommendation approach that hybridizes

established recommendation techniques to address a new problem
of open research dataset discovery. Second, we apply the proposed

approach in the context of a live dataset repository and evaluate
its accuracy in a user study that involves dataset creators and con-

sumers alike.

1
h�p://www.re3data.org/

2
h�ps://search.datacite.org/
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2 RELATEDWORK
Recommender systems have been recognized as an important fea-

ture in the design of scienti�c digital libraries [2, 19]. However,

existing work has primarily focused on recommendable items like

publications [7], scholars [25] and citations [10]. Previous stud-

ies have also indicated that these method may be insu�cient for

research dataset discovery purposes, as users may have di�erent re-

quirements and employ a range of strategies searching for datasets

compared to publication-related discovery [8, 12–14, 20, 22]. For

example, the representation of datasets is more complex than that

of publications [20, 22], serendipity and diversity are important

considerations in dataset discovery [1, 8], and users also appreciate

more the novelty of recommendations [12].

To the best of our knowledge, li�le work has focused on research

dataset recommendations. A notable exception to this is the work

of Singhal et al. on context-based search for research datasets [21].

�ere, the authors employed content-based similarity based on

three features – topic, abstract, and author – in order to identify

datasets of interest. Catania et al. demonstrated a prototype rec-

ommendation approach for spatial data based on the topological

similarities of spatial objects [3]. Although their work is applica-

ble to the problem of discovering spatial datasets by considering

�ne-grained geometrical information, such an approach may be

less practical if applied to datasets in open data repositories, as

these usually contain only coarse spatial information like bounding

boxes and points.

3 DATASET RECOMMENDATION
Our approach combines content-based similarity [16] with item-

to-item co-occurrence [15]. �e former quanti�es the similarity of

datasets by comparing their metadata, e.g., keywords and �elds of

research, while the la�er considers their statistical co-occurrence,

e.g., downloads by the same users.

3.1 Data Sources
We distinguish between two types of information associated with

open research datasets. �e �rst is the metadata of the datasets,

as speci�ed by data creators or providers (see Figure 1). �e meta-

data is usually represented using standard schemas, such as Dublin

Core
3
, DataCite Metadata Schema

4
and Registry Interchange For-

mat - Collections and Services
5
. �e second contains the observable

user interactions with datasets and the repository. For example,

past searches and dataset downloads may be extracted from the

repository logs and these reveal commonalities or behavioral pat-

terns of the users. Typically, this information is more abundant

than metadata and can be used for dataset recommendations.

Based on the metadata of the DAP repository and the available

repository logs, we identi�ed 10 features to be exploited by the

proposed recommendation approach: title, description, keywords,
activity, research �elds, creators, contributors, spatial, search and

download. A brief explanation of these features is provided in

Table 1. Note that the �rst eight features belong to metadata, while

the last two are derived from user interaction logs.

3
h�p://dublincore.org/documents/dces/

4
h�ps://schema.datacite.org/

5
h�p://www.ands.org.au/online-services/rif-cs-schema

Figure 1: An example of a research dataset and its metadata.

Table 1: Features, descriptions and weights.

Feature Description Score ωi

title Name of the dataset 4.106 0.123

description Textual description of the data 3.887 0.116

keywords User-speci�ed tags 3.815 0.114

activity Data provenance: related project,

methods, experiments, instruments

3.311 0.099

research
�elds

Research classi�cation areas 2.669 0.080

creators Users who created the dataset 2.868 0.086

contributors Users who contributed to the

dataset

2.589 0.077

spatial Spatial location of the data collected,

e.g., point or bounding box

3.523 0.105

download Downloading-related server logs N/A 0.100

search Search-related server logs N/A 0.100

3.2 Feature-Based Similarity
�e proposed dataset recommendation task considers the following

use case. We assume that a DAP repository user is examining a

target dataset d , e.g., sample dataset shown in Figure 1, and would

like to be recommended a list of n related datasets (d1, d2, . . . , dn ).

�is is similar to the familiar “users who buy this product are also
interested in” recommendation paradigm, deployed by eCommerce

sites. Note that this list of recommended datasets should be ranked

according to their relevance to d , quanti�ed using a similarity func-

tion overall sim(d,dk ), such that d1 is the most similar and dn is

the least similar dataset.

We compute the similarity of the datasets using a linearly weighted

hybridization of two methods. Content-based (CB) similarity com-

ponent determines similar datasets based on the eight metadata

features: title, description, keywords, activity, research �elds, creators,
contributors and spatial. For the textual features title, description,
keywords and activity, we conduct standard text pre-processing

steps, such as stop-word removal, tokenization and stemming, and

then use the TF-IDF term weighting and Cosine Similarity to com-

pute the similarity score for each feature [17].
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For the categorial research �elds, creators and contributors fea-

tures, we apply the Jaccard similarity coe�cient to compute feature-

speci�c similarity scores. �e spatial information of research datasets

is expressed as a point or bounding box. We transform the spa-

tial information into a standardized geographic coordinate system,

compute the centroids of the bounding boxes and then apply the

Euclidean distance to compute the spatial distance between datasets.

We also normalize the obtained distance matrix and convert it into

the similarity matrix.

We also use item-to-item (I2I) dataset co-occurrence similarity.

�is is based on the frequency of joint downloads by DAP users

extracted from the download logs feature. �e underlying idea is

that the more two datasets are downloaded jointly by users, the

more likely they are to be similar. From the DAP download logs,

we extract the associations between datasets and users based on

the observed download activity. �en, we represent each dataset

as a vector expressing the number of downloads by every user

and compute the download-based dataset-to-dataset similarity by

applying Cosine Similarity to the two vectors.

To compute similarity using the search logs feature, we uncover

the relations between datasets and search terms from the DAP logs.

To this end, we are able to track which datasets were examined

by users from the results
6

returned by DAP in response to search

queries. �e underlying assumption here is that two datasets are

related if they are examined by users a�er launching similar queries.

Hence, we extract the relations between the queries and examined

datasets and then compute the search-based dataset-to-dataset sim-

ilarity by applying Cosine Similarity to the vectors representing

the queries.

3.3 Relevance Ranking
In order to compute the overall dataset-to-dataset similarity score

overall sim(d,dk ), we combine the 10 individual feature-based simi-

larity scores in a linear manner. More formally, the overall similarity

of datasets d and dk is computed by

overall sim(d,dk ) =
∑

i
(ωi · simi (d,dk )) , (1)

where ωi refers to the weight associated with a feature i and

simi (d,dk ) is the similarity of d and dk with respect to i.
�e features speci�ed in Section 3.2 may have di�erent levels of

importance for discovering relevant datasets. We use a heuristic

weighting model that assigns 0.8 of the weight to the CB similarity

score computed using the metadata features and the remaining 0.2

to the I2I co-occurrence similarity. �is is in line with the previously

used heuristic weights assigned in [11].

Individual weights associated with the eight metadata features

were determined empirically through a user study involving the

users of DAP [5]. �e users were shown all the features and asked

to rate on a 5-Likert scale the perceived importance of the features.

151 users provided their ratings and the average scores of the meta-

data features are shown in Table 1. �e survey reveals that title,
description and keywords are deemed to be the more important fea-

tures scoring closely to 4, whereas creators, contributors and resarch
�elds are less important. �e obtained importance scores informed

the weights of the features, ωi , which are listed in the right column

6
We disregard the search mechanism of DAP and treat is a “deterministic black box”.

Figure 2: Average similarity of 1000 most similar datasets.
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in Table 1. �e weights of the metadata features were normalized,

such that

∑
i ωi = 0.8, as per our heuristic assignment. �e weights

of the interaction-based search logs and download logs features were

uniformly split to ωi = 0.1 each.

Finally, we compile the recommendation lists and include there

the datasets with the highest similarity overall sim(d,di ). More

precisely, we compute o�ine the dataset-to-dataset similarity ma-

trix and consider n most similar entries of a target dataset d to be

the recommended datasets of relevance.

4 EVALUATION
�is section presents the experimental se�ing and the results ob-

tained in our user study.

4.1 Experimental Setting
DAP is a data repository deployed by CSIRO, which provides access

to datasets published by researchers across various disciplines. In

this study, we used 1877 datasets published between 2011 and 2017.

We retrieved their metadata and extracted the search and download

logs of DAP . A�er cleansing, the search logs contain 58K unique

queries submi�ed by 13.5K users between 2012 and 2014. �e

download logs contain more than 10K dataset downloads performed

by 6.5K users between 2012 and 2016.

For each of the 1877 datasets in the evaluation, we applied the

similarity function given in Equation 1 to compute the similarity

scores of all the other datasets in DAP and selected 1000 most rele-

vant datasets. �e average overall sim(d,dk ) at rank k ∈ [1, 1000]

computed across all the datasets is shown in Figure 2. As can be

seen, the similarity scores exhibit a power law distribution. Only

the top 10 datasets have overall sim(d,dk ) > 0.5, whereas datasets

ranked 40 and on all have overall sim(d,dk ) < 0.35.

DAP datasets are published through prede�ned data descriptors,

which leads to consistent nomenclature of the datasets. Hence, it

is di�cult to accurately establish the ground truth relevance of

datasets and evaluate either predictive (MAE, RMSE, etc), classi�ca-

tion (precision, recall, etc), or ranking (NDCG, MRR, etc) accuracy

metrics [9]. Due to this, we assessed the ability of our approach to

predict the relevance of the recommended datasets in a user study

involving real DAP users.

We invited a selection of active DAP users to trial a new dataset

recommendation feature. For each of the 1877 datasets, we com-

puted o�ine the list of 1000 most relevant datasets, selected �ve
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Figure 3: Distribution of relevance judgments.

datasets at �xed
7

ranks k = 1, 3, 20, 80, 100 and showed these to

users as “similar datasets”. �e users were asked to rate the rele-

vance of the �ve recommended datasets on a 4-Likert scale ranging

from ‘very similar’ to ‘dissimilar’. �e datasets were displayed in a

random order to avoid selection bias, were visualized in the same

way and included DAP links allowing users to inspect them. Users

could also include free-text feedback justifying their ratings.

4.2 Results
113 DAP users participate in the second study and evaluated 216

target datasets, i.e., �ve “similar datasets” for each, such that, in

total, we obtained 1080 explicit relevance judgments. Figure 2

illustrates the distribution of the relevance judgements assigned by

the users. �e �ve bars represent the distributions of user judgments

at ranks 1, 3, 20, 80, and 100, respectively.

Overall, more than 86% of the datasets at rank 1 were judged

to be either ‘relevant’ or ‘highly relevant’. Notably, less than 9%

of the datasets at this rank were rated as ‘dissimilar’. �is shows

that the proposed approach in most cases can accurately predict

the relevance of the top-ranked dataset. Inspecting the free-text

feedback provided by the users, we discovered that they rated these

datasets as relevant due to a range of reasons: target dataset and the

recommended dataset were thematically related, were generated

by the same project or using a similar method, formed a series of

measurements or were just derived one from another.

For example, one user wrote: “[�e target dataset] was an input
to [the recommended dataset]. I consider this to be very similar or
strongly related”. Another user commented: “[�e target dataset]
and [the recommended dataset] are soil property predictions for the
project. �ey have di�erent a�ributes, but are similar because users
usually look for a suite of soil a�ributes covering the same area”.

Similarly, out of all the datasets at rank 3, more than 68% were

judged as ‘relevant’ or ‘highly relevant’ and less than 17% were

rated as ‘dissimilar’. Although positive sentiment toward datasets at

rank 3 still dominates, the number of negative judgments is almost

twice larger than for datasets at rank 1. �is observation shows

that the proposed approach is sensitive enough to di�erentiate even

7
�ese ranks were picked based on the distribution of the average similarity scores

(see Figure 2) and represent di�erent relevance levels. Speci�cally, dataset at ranks

1 and 3 have overall sim(d, dk ) > 0.6 and are expected to be relevant, whereas

those at ranks 80 and 100 have overall sim(d, dk ) < 0.3 and should be irrelevant.

between datasets at ranks as high as 1 and 3, and this is evident in

the users’ relevance judgments.

�e situation is di�erent, however, at ranks 20, 80 and 100, where,

respectively, close to 74%, 93% and 93% of the obtained judgements

rated the recommended datasets as either ‘dissimilar’ or ‘less simi-

lar’. In fact, results obtained for ranks 80 and 100 were very close

and at both ranks only 7% of the datasets were judged to be ‘rele-

vant’ or ‘highly relevant’. �is aligns with the similarity distribution

observed in Figure 2, as both the ranks are located at the tail of

the distribution. Although the results at rank 20 were slightly bet-

ter than at 80 and 100, only 26% of the datasets at this rank were

rated as ‘relevant’ or ‘highly relevant’. �is shows that the users

perceive the moderately-ranked datasets to be mostly irrelevant for

the recommendation purposes.

Interestingly, only one dataset at rank 80 was rated as ‘very

similar’ and this happened to be collected by the same project as the

target dataset. Also among the datasets at rank 100, only one dataset

was rated as ‘very similar’. �e user who positively evaluated this

dataset commented: “[�e recommended dataset] contains the sea
temperatures measured on a vessel as it steams underway. [�e target
dataset] is also a sea temperature dataset taken by a vessel. Because
both datasets have the same measured parameter with the same
temporal and spatial a�ributes, I classi�ed them as similar, albeit
[the recommended dataset] has many other parameters. Someone
searching for sea temperature data could use that data from [the
recommended dataset]”.

5 CONCLUSIONS AND FUTUREWORK
�e proliferation of open research datasets may aggravate the dis-

covery of datasets-of-interest by users. In order to address this

growing issue, we have turned in this paper to the problem of rec-

ommending datasets. We developed a recommendation approach

that identi�es relevant datasets by leveraging a hybrid similarity

metric, which incorporates content-based metadata features and

observable usage pa�erns. Notably, the linear weighting model

deployed by our approach was derived in a user study involving

the users of a real DAP open dataset repository.

We evaluated the proposed approach in another user study that

is reported in this paper. �e results of the la�er veri�ed the ability

of the proposed approach to accurately predict the relevance of

datasets, which we consider to be an important contribution to

the challenge of recommending research datasets. �e obtained

relevance judgements of DAP users indicate that the datasets recom-

mended at ranks 1 and 3 were mainly deemed as relevant, whereas

those at ranks 20, 80 and 100 were clearly irrelevant.

�e study addresses a novel recommendation problem, and its

results may serve as baseline for future research in this direction.

In particular, we will measure the performance of three methods,

i.e., content-based, co-occurrence and hybrid proposed in the paper.

We intend to compare the performance of our approach with estab-

lished content-based recommenders from other domains, deployed

for dataset recommendations. We will then conduct a large-scale

live evaluation of the recommender and assess its uptake by the

DAP users.
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