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Part 1:

Introduction



Chapter 1:  Introduction

1.1 Research Motivation

During the last decades, the quantity of potemtimiteresting products or information services
available online has been growing rapidly and naeeeds human processing capabilities [Maes
1994]. This has lead to various information seasithations, where the users would like to
choose among a set of alternative items, serviwagformation items, but do not have sufficient
knowledge, capabilities, or time to make such dewss For example, consider the number of
news items uploaded every minute by the news agenor the wide variety of products in E-
Commerce Web-site, the number of posts written gbWogs, and so forth. This trend is referred
to in the literature as thmformation overloadproblem [Hiltz and Turoff 1985; Nelson 1994;
Maes 1994].

As such, there is a pressing need for intelliggstesns that advise users while taking into ac-
count their personal needs and interests. Suchmgstan deliver tailored services in a way that
will be most appropriate and valuable to the usEnss type of system is referred to in the litera-
ture as gpersonalizationsystem [Mulvenna et al. 2000]. Several types abqealization ap-
proaches are exploited in practical personalizatigstems. For exampl&formation retrieval
systems, i.e., search engines [Das et al. 2006\ v ahe location of the information explicitly
searched for the usertformation filtering systems [Hanani et al. 2001] reduce information
overload by filtering out irrelevant information dxehalf of their users. Similarlygcommender
systemsadvise their users about the items they might woespurchase or examine from a larger
set of available items [Burke 2000]. We would ltkestress that information filtering systems and
recommender systems are considered complementargages. Both of them are aimed at re-
ducing the user's information overload by limitige amount of information reaching the user.
Information filtering systems achieve this by filtey out all the irrelevant information from the
user's incoming information stream, while recomngnsl/stems achieve this by selecting the
relevant information from the user's incoming imf@ation stream and displaying only it. This

work refers to recommender systems [Resnick andaNat997] and various recommendation
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approaches exploited in recommender systems, asseqgative examples of personalization

systems.

Extensive research of recommender systems staverdacdecade ago and yielded a wide variety
of recommendation techniques, exploited in numenmastical systems. These techniques in-
clude content-based filtering [Morita and Shino®94], collaborative filtering [Resnick et al.
1994], knowledge-based recommendation [Burke 20808 utility-based recommendation
[Manouselis and Sampson 2004] and their multipleribyzations [Burke 2002]. They are widely
discussed in the literature and in several sunadythe state-of-the-art recommender systems
[Schafer et al. 2001; Montaner et al. 2003; Adoroiargi and Tuzhilin 2005c].

Whatever the specific technology exploited by anemender system, it can provide high quality
recommendations to the users only after having mheddtheir preferences. This information is
typically referred to in the literature as the Ubtrdel (UM) [Kobsa 2001a]. The task of collect-
ing the user modeling data is typically performedwo ways: (1) explicit — through provision of
the required information explicitly by the user,(8) implicit — through applying various reason-
ing mechanisms that infer the required informatlmased on the user's observable behavior
[Hanani et al. 2001]. The explicit collection ofensnodeling data is considered to be an accurate,
but time- and effort-consuming task, typically adex by the user. Alternatively, the implicit col-
lection involves automated reasoning mechanism&ghatan misinterpret user behavior. In prac-

tice, both explicit and implicit approaches maycbenbined [Kuflik et al. 2007].

In general, the quality of the recommendations i@y to the user depends largely on the charac-
teristics of the UM, e.g., how accurate it is, waatount of information it stores and how this can
be actually exploited, and whether this informatisrup to date. Hence, as a general rule, the
more information is stored in the UM, i.e., the m&nowledge the system has obtained about the
user, the better the quality of the recommendatwitisbe. In this context, quality refers to the
capability of the system to suggest exactly thaselyrcts, services and information items that the
user will select and purchase, or to predict colyebose items that the user would like. In prac-

tice, obtaining sufficient user modeling data tdivae high quality recommendations is difficult.

1 In some practical cases this claim is false. Fangple, if a system stores too much irrelevant, ateid or impre-
cise data, or controversial or ambiguous data athmutiser, this may hamper provision of accuratememenda-
tions.
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This is especially important at the initial stagésnteraction with the user, when little informa-
tion about the user is available. At these stagishe existing recommendation techniques face
the bootstrapping (also called cold-start) problee, a situation where the available information
about the user and/or items does not suffice twigeohigh quality recommendations [Linden et
al. 2003].

When analyzing current recommender systems, onee@arthat typically, every system collects
and maintains a proprietary collection of UMs [Mameér et al. 2003]. Practically, this means that
the collected user modeling data are tailored Yohé specific content (products or products cate-
gories) offered by the recommender system, e.gvieadGood et al. 1999], music [Aguzzoli et
al. 2002], news items [Claypool et al. 1999], teari[Ricci et al. 2006c], and so on, and 2) the
recommendation technique being exploited by théesyse.g., collaborative filtering [Herlocker
et al. 1999], content-based filtering [Morita andir®da 1994], demographic filtering [Krulwich
1997], or some of their hybridizations [Burke 200Phus, a large amount of heterogeneous (and

possibly overlapping) user modeling data are seaitamong various systems.

In general, practical recommender systems (espec@mmercial ones) neither allow other ex-
ternal recommender systems to access them, nar gter proprietary user modeling data. How-
ever, it can be hypothesized that recommender mgstould benefit from enriching their user
modeling data by importing and integrating user eliogy data collected by other, possibly re-

lated, systems, and therefore provide better recamaiations to their users.

1.2 Mediation of User M odeling Data in Recommender Systems

User modeling data integration can be achieveditiir@a process that is referred tonasdiation

of UMs and other user modeling data [BerkovskyleP@06a; Berkovsky et al. 2008]. The term
'mediation’ was coined in this work and it is definas & process of importing and integrating
the user modeling data collected by other recommesgstems for the purposes of a specific
recommendation taSk Hence, the primary goal of the mediation is bstantiate the UMs
through inferring the required user modeling datanf other data imported from other systems.
The mediation enriches the existing UMs (or boafstrempty UMSs) in the target recommender

systems and, as a result, facilitates provisiometfer recommendations.
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Let us introduce an example mediation scenaribénréalm of digital entertainment. Let us con-
sider a network of Web-sites providing personalieatertainment recommendations. The net-
work includes music, movies, TV programs, books lanchor recommender systems. Also, con-
sider a user requesting a movie recommendation fh@nmovies recommender system. Although
the movies recommender system collected certainmseeling data about the user in the past,
these may not be sufficient for providing high dgyatecommendations. To enhance the recom-
mendations, the movies recommender system cannobitaie accurate UMs by importing and

integrating user modeling data collected by otlystesns. For example, such an information can
be the list of user's favorite art genres, which loa mined from her favorite TV programs stored
in the UM collected by TV programs recommenderesysbr from the books that were recom-
mended by books recommender systems and latergaadtby the user, or the list of user's fa-
vorite composers, which can be mined from the Ch<lmsed by the users stored in the UM
collected by music recommender system. These datde used, for example, for recommending
a movie of the favorite genre, where the soundtradsic was composed by the favorite com-

poser.

The idea of UM mediation presents a number of ehgks. The first challenge refers to the na-
ture of the information market, and its businesslel® As a result of today's commercial compe-
tition between practical real-life recommender sys, the systems typically neither cooperate
nor share their user modeling data. In [Adomavi@nd Tuzhilin 2005b], the authors point out

that typical recommender systems are either proxadaetric (i.e., each provider has its own rec-
ommendation engine to tailor its content to congsginer market-centric (i.e., providing recom-

mendations for a specific marketplace in a paricuddustry or sector). The authors claim that
the lack of technical data-sharing solutions in ¢xésting recommender systems is mainly ex-
plained by business limitations imposed on the arge of user-related information among com-

peting parties in the same market.

The second challenge refers to guaranteeing usescgr UMs collected by a certain recom-
mender system may contain private and sensitiv@nmdtion, that the users would not like to be
disclosed to other systems, and possibly to urgdugarties [Cranor et al. 1999]. For this reason,

many recommender services that store sensitivenation about their users declare in their pri-
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vacy policies that no personal information storgdhie system will be transferred to other parties
under any circumstances [Wang and Kobsa 2006]. eswt, they are committed not to transfer
information stored in their UMs to other systemsl,aierefore, the possibilities of applying the

above mediation scenario are limited.

The third challenge refers to practical and techindonsiderations of the mediation. For example,
in a distributed setting various recommender systeaed to connect to each other through slow,
inherently unreliable, and error-prone communicatmiddleware. Due to various connectivity
limitations, certain recommender systems (e.g.s¢hanning on personal and mobile devices)
may be partially available online, or their comnuation throughput may be limited. In some
cases, the mediation may require time-consuming piaicessing by one of the systems, which

may prevent the provision of real-time personalimmbmmendations.

The fourth challenge refers to the structural logieneity and incompleteness of the user model-
ing data. As mentioned earlier, current recommesgstems usually refer to specific application
domains, and the services are provided using speeifommendation techniques, which imply
specific UM representations. The lack of a standapdesentation for the UMs and specific stor-
age and access requirements imposed by variousineendation techniques, result in a situation
where various systems collect user modeling dat@iffarent ad-hoc forms. This heterogeneity
causes several problems: various techniques mey tte preferences of the same user in differ-
ent forms; the information in various systems maycbnflicting or outdated, and may be influ-
enced by various cross-lingual and cross-cultupedédencies; and so on. All these heterogenei-
ties aggravate the mediation task, since it mugpeu not only the integration of user modeling
data, but also resolution of inconsistencies antlicts among the data obtained from various

systems [Francisco-Revilla and Shipman 2004].

This work focuses on resolving only the latter rade — the heterogeneity of the available user
modeling data. Although this work stresses the ingmze of the other challenges, practically it
refers only to certain aspects of the privacy @mge and to the technical challenge of user mod-
eling data storage and retrieval in a distributedirenment. However, the reader is referred to
[Rabanser and Ricci 2005] for a discussion of irgegl business models in recommender sys-

tems, to [Kobsa 2007] for an extensive discussibprivacy-preserving approaches in recom-

14



mender and personalization systems, and to [Hah &004; Ruffo and Schifanella 2007] and
[Breese et al. 1998; Goldberg et al. 2001] for wkstons on, respectively, distributed decentral-

ized recommender systems and optimized heuristiaria of the collaborative filtering.

In summary, the main contribution of this workmsdeveloping a general abstraction mechanism
and some precise mediation methods for aggregatidgntegrating user modeling data in a dis-
tributed environment, which facilitates better nofgerability of recommender systems and provi-
sion of better recommendations to the user. Thigritution is two-fold: (1) from the user mod-
eling perspective it establishes a novel approactbdiilding more accurate UMs by integrating
user modeling data collected by a set of distridbuecommender systems, while (2) from the
recommender systems perspective it provides a bas& novel hybrid recommendation tech-
nique, where the recommendation generation praselBased on the information coming from
multiple sources of user modeling data. Hence,wligk can be considered as the first work that
formalizes and experimentally evaluates interopgratmf recommender (and personalization)
systems through sharing of user modeling dataaritlwe naturally extended in various research
directions, such as more extensive evaluation ef rttediation, implementing and evaluating
cross-context mediation, implementing the mediat@tween practical recommender systems,

developing information exchange model, and mangrsth

1.3 Organization of the Book

This work is divided into four Parts, which arether divided into Sections. Part | is an introduc-
tory part, providing a motivational discourse andvey of the related research directions. Section
1 describes the motivation behind the work andflgriatroduces the proposed solution of the
problem of mediation of user modeling data. SecBgrovides the background material by sur-
veying numerous research works in the domainsaafimenender systems and user modeling, and

can be skipped by experienced readers.

Part 1l provides the main contribution of this wdrkm the theoretical point of view. It presents
and extensively discusses the idea of user modditg mediation and several practical media-
tion approaches. Section 3 presents a generalusdeling data representation and describes its

several possible instantiations in the existingmemendation techniques. Section 4 elaborates on
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the mediation of user modeling data as a meanerfioching the user modeling data available to
the target recommender system. In particular, fiypes of mediation are presented: cross-
representation, cross-user, cross-item, and carggxt mediations. Both Sections 3 and Section
4 are based on the conference-level publicatiomk@®esky 2006a] and the follow-up extended

journal publication [Berkovsky et al. 2008].

Part Ill presents two implementations and evaluatiof the UM mediation. Section 5 presents a
cross-technique variant of cross-representationiatied, where the user modeling data are con-
verted between collaborative filtering and conteased recommender systems. As such, it dem-
onstrates a practical scenario, where the dataatetl by one recommender systems is shared
with and exploited by another system. Section Based on the conference-level publication
[Berkovsky et al. 2006b] and the follow-up extenglmarnal publication [Berkovsky 2009a]. Sec-
tion 6 presents cross-domain mediation, a genedalariant of cross-item mediation, where col-
laborative filtering user modeling data from seVeyaplication domains are imported and several
practical mediation scenarios are defined and ew@tl This demonstrates a more complicated
mediation scenario, where several types of useretimgldata mediation are shared between re-
commender systems. Section 6 is based on the eowefeievel publications [Berkovsky et al.
2007a] and [Berkovsky 2007b].

Part IV presents some practical aspects of theatiedi Two challenges among those mentioned
in Section 1.2, are studied in depth. Section Bemea decentralized distributed model for stor-
age, access and retrieval of heterogeneous usezlimpdata with no central ontology, such that
various data providers may represent their datifferent ways. Section 7 is based on the initial
conference-level publication [Berkovsky et al. 26D&nd the follow-up extended journal publi-
cation [Berkovsky 2009b].Section 8 deals with thivgry challenges of UM mediation in col-
laborative filtering recommender systems and prepaseveral data modification methods that
can be applied for the obfuscation of sensitiveéspaf collaborative filtering UMs. Section 6 is
based on the conference-level publications [Berkp\et al. 2005a], [Berkovsky et al. 2006d],
and [Berkovsky 2007c].

Finally, Part V and Section 9 conclude and sumnmeatizs work. It presents the conclusions that

can be drawn from this work, summarizes its reseaontributions, and proposes several possi-
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ble directions for future research, which can bwirah extensions of this work. Section 9 is based

on the conclusions and on the future researchtairecpresented in [Berkovsky et al. 2008].
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Chapter 2. Background and Related Works

Recent studies showed that the world's total ygantgluction of information is more than 1.5
billion gigabytes [Lyman and Varian 2003]. Also tamount of available information on the Web
is huge: there are billions of Web-pages, and om#iiof newsgroups and forums, which are con-
stantly expanding; another study estimates thatWed grows significantly every single day
[Smyth 2005]. This mass of available online infotima results in an increasing difficulty in
finding relevant information in which users arellge@nterested. This issue is referred to in the
literature as thenformation overloadproblem [Hiltz and Turoff 1985; Nelson 1994; Md&94].
Initially, information overload was defined as ‘@mfmation presented at a rate too fast for a per-
son to process” [Sheridan and Ferrell 1974]. Indbmetext of Web, information overload might
cause the users to fail in locating the requirddrmation, or to overlook information that would
be considered important in different conditions,somply to evaluate the available information

and select the most appropriate one.

As a result, there is a pressing need for perszatain systems (i.e., intelligent systems capable

of providing services according to the user's peboeeds and interests), and delivering infor-

mation tailored in such way that will be most agprate and valuable to the user [Brusilovsky et

al. 2007]. In particular, [Good et al., 1999] nantlesee main technologies that are commonly

used to address the information overload problem:

» Information Retrieva[Chen and Sycara 1998; Brin and Page 1998] — fogusn tasks in-
volving a fulfillment of ephemeral interest queries

* Information Filtering [Belkin and Croft 1992; Hanani et al. 2001] —diihg streams of in-
coming information and extracting the relevant infation from the incoming stream accord-
ing to a set of predefined criteria.

 Recommender SystefiResnick et al. 1994; Resnick and Varian 199 %)y to assist users
in the selection of available items by predicting tevel of interest of a particular user in a
given item and suggesting the most valuable itemhg o

All the above technologies are aimed at overcorthiegnformation overload by finding informa-

tion that might interest a user and/or filter olé tundesirable information reaching the user.

Thus, the techniques exploited by these techndqugetially overlap and many practical applica-

tions can be classified to several technologies.
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Information retrievalapplications, e.g., search engines [Das et al7R@&sist users in locating
information based on explicit queries, by which tlsers represent their ephemeral information
needs. Because of the vast amount of availablemation and relatively simple keyword match-
ing algorithms, search engines usually return eitheusands or very few answers [Jansen et al.
1998]. Furthermore, their capability is inhererithgited to retrieval of textual documents, as they
are unable to retrieve other types of informatinahsas audio, video and multimedia filesor-
mation filteringapplications reduce information overload by filigrout irrelevant information.
These systems collect information about the usefes, and build user profiles, representing their
interests and preferences, and use them to filtethe irrelevant pieces of information reaching
the usersRecommender systerapplications advise their users about items thghtwish to
purchase or examine from a larger set of availédblas [Burke 2000]. Also these applications
maintain profiles of users' interests and needd, aply statistical and knowledge discovery
techniques aimed at selecting the most approptetes [Sarwar et al. 2000]. Hence, these appli-
cations aggregate input recommendations providedabigus users and redirect them to the most

appropriate recipients [Resnick and Varian 1997].

We would like to stress the observation that, i@ sense of operational functionality, recom-
mender and information filtering applications aomsidered complementary approaches [Hanani
et al. 2001]. Both are aimed at reducing the inftian overload: recommender systems limit the
amount of information reaching the user by selgcand displaying relevant information only,
while information filtering applications achieveetisame by filtering out the irrelevant informa-
tion from the user's incoming information strearmc® this work deals with addressing the in-
formation overloading in recommender systems, &tiscussion will focus on these applica-

tions.

2.1 Recommender Systems

Recommender systems mainly use past opinions sEaar a community of users to help indi-
vidual users to identify items of interest effeetivfrom an overwhelming set of choices. It is
important to mention the most popular end-usergaal tasks, for which recommender systems

are being used, as expressed by the users thesfiderbocker et al. 2004]:
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* Annotation in context — annotation and grading ofeptially selectable items (e.g., email
messages, news items, and so forth).

* Finding good items — suggesting a specific seteohs, most valuable for the users.

Although intensive research of recommender systeas initiated by [Resnick and Varian
1997], the algorithms exploited in the state-of-tierecommender systems were proposed ear-
lier in [Malone et al. 1987]. That work referredttee process of removing irrelevant information
reaching the user and proposed two basic recommend&chniques: (1) cognitive filtering,
which is nowadays referred to in the literaturecastent-based filteringMorita and Shinoda
1994], and (2) social filtering, which is nowadaggerred to asollaborative filtering[Resnick et

al. 1994]. Later, other recommendation techniguwdsch are currently considered basic tech-
niques, were adde#nowledge-based recommendati¢Barke 2000] anadlemographic filtering
[Krulwich 1997]. Finally, [Burke 2002] compared thelvantages and shortcomings of the above
techniques and discussed the possible methodkdorhybridization. Experiments and compari-
sons ofhybrid recommender systengescribed in [Burke 2002], validate a hypothediprior
works that hybridization between recommendatiomneges can improve the accuracy of the

recommendations provided to the users.

Since the beginning of research on recommendeersgsbver a decade ago, this domain has

grown substantially. Currently, there are many ficatrecommender systems providing person-

alized recommendations in various application domaiVe will mention only a small list of do-

mains:

* Movies [Good et al. 1999] — combines collaborafiltering recommendation techniques and
information filtering agents to identify movies treuser would find worthwhile.

e TV programs [Dai and Cohen 2003] — combines corbased and collaborative filtering
recommendation techniques to build a pseudo-usditggrwhich answers the requirements of
a group of users to which the current user belongs.

* Music [Aguzzoli et al. 2002] — uses case-basedomag recommendation techniques to
build and recommend music compilations for the siser

* Newspaper articles [Claypool et al. 1999] — combinentent-based and collaborative filter-
ing recommendation techniques to filter out theckes that would not interest a user from an

online newspaper.
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* News items [Resnick et al. 1994] — uses collabeediltering recommendation techniques to
recommend unseen news items that will interest her.

* Academic courses [Farzan and Brusilovsky 2006] pliep a hybridization of collaborative
filtering and content-based recommendation techesgw recommend academic courses to
graduate students.

* Humor [Goldberg et al. 2001] — uses collaboratiNtering recommendation techniques to
recommend jokes to the users.

* Food recipes [Svensson et al. 2000] — uses a $§tpeebased recommendation techniques to
generate food recipe recommendation in an onlinegyy store.

» Travel routes and plans [Ricci et al. 2003] — wséybrid case-based reasoning recommenda-
tion techniques to suggest a user tourist site diddhvenjoy visiting.

* Museum exhibits [Kuflik et al. 2007] — applies cent-based filtering recommendation tech-
niques to recommend a user exhibit based on fekdivaprevious exhibits.

Other domains are presented in a comprehensivee\surfvcommercial recommender systems

applications [Schafer et al. 2001], while a moréatpd listing and classification of the existing

recommender systems can be found in [Montaner.20813] and [Adomavicius and Tuzhilin
2005c].

The following subsections briefly overview the distaf four recommendation techniques: con-
tent-based filtering, collaborative filtering, knmelge-based recommender systems, and demo-
graphic filtering. These techniques (and some wusiaf their hybridizations) constitute the basis
of the state-of-the-art recommender systems andusponline applications using recommenda-

tion techniques for the purpose of providing peadiazed services to the users.

2.1.1 Content-Based Recommender Systems

The content-based recommendation approach repsefenttems of interest by their associated
features and the interests of the users as afoasscommendations [Morita and Shinoda 1994;
Oard 1997]. For example, consider a news itemsmetender system, where the words men-
tioned in the articles represent the content attei of the items. The simplest content-based re-
commender systems are basically keyword-basednmafbon retrieval systems. For example,
[Burke et al. 1996a] describes a natural languagsstipn answering system that builds a knowl-
edge base of the most frequently asked questiookyding their keywords and terms, and rec-
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ommends the users answers to queries based oerthg @appearing in the queries. Another ex-
ample of content-based recommender systems isrnpeesa [Mirzadeh et al. 2005]. That work
describes a system that iteratively asks the usersfine their queries by providing additional
content features describing the items being sedrdfee refined queries are searched again in the
system's repository, and the recommendations arergged by the system through this iterative

and interactive query refinement process.

Content-based recommender systems typically |danuser profiles based on the features of
objects, which were rated by the user in the pdstt of the commonly used machine learning
techniques can be exploited in order to learn #er profiles. Among others, they include deci-
sion trees [Kim et al. 2002; Gmytrasiewicz et &98], neural networks [Alvarez et al. 2007],
genetic algorithms [Desjardins and Godin 2000], atiebr techniques. The profiles used in con-
tent-based recommender systems are typically lemg-profiles [Burke 2002], i.e., they reflect
the stable parts of users' preferences. To keegpding accurate and up-to-date recommenda-
tions, the profiles are continuously updated, asenewidence about the user's preferences is ob-

served from the user's feedback on items.

We would like to stress that content-based filigiim limited to recommending only items with
contents previously encountered and rated by the &sr example, when a user rated only items
from a certain application domain, only items frins domain can be recommended in the future
(e.q., if a user rated movies from a particularrgemmly, the system cannot surprise her by pro-
posing movies from other genres). This problenefsired to in the literature as teerendipity
problem[McNee et al. 2006] of content-based recommengsiems. Moreover, since the state-
of-the-art (except the obvious keyword-based setols) content-based recommender systems
acquire accurate list of users' interests, thewllystequire time for training before being able to
produce high quality recommendations. This probiemeferred to in the literature asiaw user
problem|[Linden et al. 2003] and is considered a partical#se of a generabparsity problem
[Schein et al. 2002], where the amount of availabfermation is not sufficient for generating

accurate recommendations.
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2.1.2 Collaborative Filtering Recommender Systems

Collaborative filtering is probably one of the mgsipular and widely-used recommendation
techniques. It is based on the notioraafomating word of moutpresented in [Shardanand and
Maes 1995], which assumes that people who agretittipast (i.e., their ratings regarding a cer-
tain set of objects correlated), will also agredha future. In other words, it uses opinions of
similar users to generate future predictions feruker. It differs from the content-based filtering
in the sense that opinions of other users and nigttbe opinions of the user who requested a

recommendation are used as input for the recomntiendgeneration.

The opinions of the users on the available iteragepresented by thiatings matrix where each
item is represented by a set of users' opinionseact user is represented by her opinions on the
items (referred to in the literature as théngs vectoy. These opinions can be expressed either as
explicit ratings given by the user according toredefined scale that ranges from 'bad’ to 'good’,
or as implicit ratings accumulated and inferreatigh logging user's interaction with the system.
For example, consider a Web-pages recommendemsystkere the users can provide explicit
ratings on visited pages on a discrete scale ftam5 stars. Alternatively, the system may im-
plicitly acquire opinions of the user, where théats of viewing or skipping certain Web-pages

are interpreted as, respectively, positive and thegeatings.

The main stages of the collaborative filtering mooendation generation process are defined as
follows [Herlocker et al. 1999]: (1) recognizingremonalities between users by computing simi-
larities of their rating vectors; (2) selectingubset of the most similar users; and (3) generating
recommendations by aggregating the opinions ofrbst similar users. Due to its social origin
based on the similarities of users, collaboratiitering process is sometimes called ‘people-to-
people correlation' [Schafer et al. 1999]. Som#hefimportant early systems using this technique
wereGroupLengor filtering of news articles [Resnick et al. #)9Ringofor recommending mu-
sic albums and artists [Shardanand and Maes 198pgstryfor filtering of the incoming stream

of emails [Goldberg et al. 1992], alRecommendefor movie recommendations [Hill et al.
1995].

One of the stages of the collaborative filteringoramendation process deals with identifying the

set of the most similar users, which is also refiin the literature as "the neighborhood forma-
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tion stage [Herlocker et al. 1999]. This is usuakyrformed by applying similarity metrics on the

available users and selecting either all the usbse similarity is above a certain threshold or a
set ofK most similar users. The most popular similaritytnae (more can be found at [Breese et
al. 1998]) are:

» Pearson CorrelationAccording to this metric, the similarity betwetne profilePx of userx,

and the profilePy of usery is computed by:

_ 2.(R;=B)PR,-PB)
cor(R, F) =
VR RIE (R
whereP , represents the average of the ratings vectorefajsvhose cardinality ifP4], i.e.,
zIP |
— izl AT

" P

A negativecor(Px,Py) indicates a dissimilarity of users, while a pastcor(Py,Py) indicates
their similarity. Whercor(Py,Py) is equal or close t0, no significant correlation between the
users can be inferred. This metric was used in [@&aet al. 2000a] and in [Sarwar et al.
2000].
» Cosine Similarity.This metric defines the similarity between two gsgy computing the co-
sine of the angle between their profiles in a radilthensional space:
cor(P,R) = ﬂ
1B AR >R, [l
where' denotes the inner product between the relevariilg@rectors, andRL|p denotes
the norm of a vector, i.e., the square root ofitimer product of a vector with itself. This
metric was used in [Good et al. 1999] and in [Samtal. 2001].
* Mean Squared Differenc8asically, this metric computes the degree dfichdarity between
two users. The mean squared differences betweenepRfof userx, and the profilePy of

usery is computed by:

ZIPI( _
cor(P, P)=<ti=1> X
(R.R)= B I
where|P,| denotes the cardinality of the profile vector eera. The lower is the result of
the mean squared difference computation, the greatide similarity between the users.

This metric was used in [Shardanand and Maes 19@bijre[Pennock et al. 2000a].
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In comparison with content-based recommendationnigces, the main advantage of collabora-
tive filtering is its independence of any repreaéinn of users and items. Hence, collaborative
filtering systems can generate recommendationstéons regardless of their contents: recom-
mendations for movies, images, and text documestsbe generated in a similar manner by a
single system. As such, collaborative filtering@sidered a universal technique, capable of pro-
viding recommendations for items from different gons. Collaborative filtering recommender
systems suffer from two sparsity problems that ghdwe stressed: (I)ew user problem- the
number of ratings of a user is insufficient foreiable similarity computation [Linden et al.
2003], and (2new item problem the number of ratings on an item is insufficitarta reliable
generation of recommendations [Gokhale and Clayf88B]). Another drawback of collabora-
tive filtering systems is their non-dynamism anskinsitivity to 'short-term needs' of users [Hayes
and Cunningham 2003]. Although the ratings areectdld over time, the sparsity of the data re-
quires taking all the available ratings into acdouss a result, the recommendations are some-
times not accurate since they are based on outdateds, deterring the users from using the
system. This makes collaborative filtering systeats doarse-grained when the recommendation

must be tailored to specific short-term needs.

2.1.3 Knowledge-Based Recommender Systems

Knowledge-based recommender systems attempt tesuggms based on inference about user's
needs and preferences. In other words, knowledgeebsystems comprisenctional knowledge
i.e., they have a-priori general knowledge aboet tatching of certain items to certain user
needs. Hence, they can generate recommendatianggthreasoning about the relationship be-
tween a given need and a set of possibly recomndeitel@s. The above functional knowledge
should be defined in advance by the developerh®fsystem, and therefore knowledge-based

recommender systems are referred as the "editmisee’ method [Schafer et al. 1999].

In knowledge-based systems, user profiles can egented by any structure that supports the
required inference. In the simplest case, whennfiormation about the user is available, the
user's profile can be neglected and the user'svlehduring the recommendation session (i.e.,
gueries launched, viewed results, query modificestiand so forth) serves as the only basis for
the recommendations. However, most knowledge-bsgsteéms store detailed representations of

users' needs and a history of transactions bet#teensers and the system. This history of past
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interactions is typically represented as an iteegpirocess: (1) the user launches a query describ-
ing the item interesting her; (2) the system idestithe items that satisfy the query and (3) repre
sents the items in a certain order reflecting ther needs; (4) the user browses the suggested

items and if they do not satisfy her need, shen@&lifies the query to refine her needs.

Several knowledge-based recommender systems weceiltkl in the literature. For example,
[Burke et al. 1996b] describes a recommender systdnch supports navigational search for the
item in which the user is interested. This systemnesta user profile as a series of searches, their
results and modifications inserted by the useefme the search. Similarly, [Schmitt and Berg-
mann 1999] stores detailed characteristics oftérag, viewed by the user within her interaction
with the system. In addition to the item charasters, [Towle and Quinn 2000] proposes storing

the user profiles also the information that desgithe causalities of their behavior.

Conversational recommender systems [Linden et98l7]Lhave become a widely-used and inten-
sively studied type of knowledge-based recommengstiem. A very early example of a conver-
sation student course advising recommender systasnpnoposed in [Golumbic et al. 1986]. In
that work, student preferences for courses werayigmatically generated according to the for-
mal degree requirements of the students matchedsagheir transcripts of courses taken and
grades received, and (2) explicitly modified orspkzed by the students. Preferences for time
schedules were also provided by the students, atdhed by the system to the courses recom-
mended. Further extensions of the system werepted in [Golumbic and Feldman 1990] and
[Golumbic et al. 1991].

Unlike in 'single shot' recommender systems, tleesusf conversational systems iteratively refine
their requirements and manage a dialog with theesysAfter each query, the system presents to
the user a set of recommended items satisfyingjtieey, and several ways to refine the query,
called critiques [Reilly et al. 2004]. Hence, corsational recommender systems iteratively guide
the user by recommending certain items and expgst's critiques to improve the following rec-

ommendations [Smyth et al. 2004; Zhang and Pu 2@} to the above iterative refinement of

user queries, conversational recommender systemmoege easily adapt their recommendations

to the user's short-term needs.
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The main advantage of knowledge-based recommend&nsy is that they are not affected by
the sparsity problemSince the recommendation process is based omm-functional knowl-

edge, and not on users' ratings, the system isblspé producing accurate recommendations
even in the early stages. However, this also iniced the major drawback of knowledge-based
systems, as they rely on design knowledge insdiyethe system developers. As such, knowl-
edge-based systems are expensive to build anduliffo maintain. Therefore, their domains are
typically limited to a relatively small set of poeded topics only, and they cannot be easily

adapted to the specific needs of individual usets aew application domains [Burke 2000].

2.1.4 Demographic Recommender Systems

Demographic filtering recommender systems aim &gmizing the users using their personal
demographic attributes, and generating recommentatiased on the demographic classes. An
early example of demographic filtering system wasatibed in [Rich 1979b] that produced book
recommendations using personal information gathéwezligh an interactive dialogue, whereas
the responses of the users were matched agaiibsagy lof manually assembled user stereotypes.
Conversely, [Krulwich 1997] used the data gathesaddemographic groups in marketing re-
search to suggest a range of products and senb&sographic-based systems usually exploit
machine learning methods to train a classifier ttasethe available demographic data about the

users [Pazzani 1999].

Although demographic filtering, similarly to the laorative filtering, uses "people-to-people
correlation”, the advantage of the former is thakoles not require the history of user ratings that
is required by the latter. Hence, demographicriiig systems are not affected by the daiar-
sity problem However, demographic filtering systems requirendgraphic data, which are con-
sidered private and sensitive, not commonly avigladind are typically difficult to collect. Infor-
mation sharing surveys showed that the users preatly reluctant to share their private demo-
graphic information, such as phone numbers, phlyatdresses and so forth [Cranor et al. 1999].
Another issue that prevents wide use of demogragystems is their relative unreliability with
respect to the accuracy of the generated recomrtiengaln many cases, demographic similarity
of users is not representative enough to implyrteenilarity in various application domains
(consider demographic similarity versus the sintjaof tastes in music, movies, and other do-

mains). As a result, the generated recommendati@ysbe inaccurate, and demographic recom-
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mender systems are relatively infrequent in congparito the systems exploiting the previous

techniques.

2.1.5 Comparison of Recommendation Techniques

The above mentioned recommendation techniques diiffére input they require, the functional
knowledge required for recommendation processlaadnderlying algorithms. Table 1 (adapted
from [Burke 2002]), summarizes the above mentiormdmmendation techniques. The follow-
ing notation is used in the tableis the set of items for which recommendations mighmade,
whereadJ is the set of users whose preferences and indegiestknown. The ultimate goal of the
system is to predict the level of interest (or, @yrto provide a recommendation) of a usewho

is referred to in the literature as thetive userin an item.

Table 1: Summary of Recommendation Techniques

Technique Required Knowledge I nput Filtering Algorithm
Content-based |Features of items ih  |[Ratings fromu on/Generate a classifier that fits
the items inl ratings ofu, and use it oh
Collaborative  |Ratings fromU on theRatings fromu onldentify users irlJ similar tou, ang
items inl the items inl extrapolate their ratings on
Knowledge- Features of items in,/Description oftheinfer a match between and th¢
based knowledge fi they meeneeds ol needs ofi
user's needs
Demographic  |Demographic daiDemographic  |Identify users inU demographi-
about U and their ratdata about cally similar tou, and extraplate
ings on items in their ratings on

Each of the above recommendation techniques hasmtsstrengths and weaknesses. Table 2

summarizes the advantages and disadvantages oberadhlso adapted from [Burke 2002]).
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Table 2: Advantages and Disadvantages of Recommendechniques

Technique Advantages Disadvantages

Content-based |+ Domain knowledge not needed |- New user problem

+ Quality improves over time - Non-dynamism

+ Implicit feedback is sufficient - Recommend expected items
Collaborative |+ Domain knowledge not needed |- New user problem

+ Quality improves over time - New item problem

+ Implicit feedback is sufficient - Requires large data sets
Knowledge- + No bootstrapping problem - Requireknowledgesngineering
based + Sensitive to preference changes |- Difficult maintenance

+ Include non-product features
Demographic |+ Cross-domain inference - Requires large data sets

+ Domain knowledge not needed |- Non-dynamism and unreliability

+ Quality improves over time - Requires demographic data

Table 2 shows that content-based, collaborative, demographic filtering recommendation
techniques do not require domain knowledge to pl@wccurate recommendations. Conversely,
knowledge-based technique does require extensireitioknowledge to be defined a-priori by
system developers. Collaborative and content-bessmmmendation techniques suffer from the
data sparsity problem [Schein et al. 2002], esflgcaé the initial bootstrapping stages. This
problem may hamper the accuracy of the generatmm@endations, which may improve over
time, as the system collects a sufficient amoumtbfoirmation. Conversely, knowledge-based and
demographic recommendation techniques are capdbgpeowiding accurate recommendations
almost regardless of the amount of information &ltlo& users available to the system. This also
implies the non-dynamism of content-based, collatree and demographic filtering recommen-
dation techniques. Once a user profile has bedactetl and stabilized by the system, the process
of changing the preferences in the profile is diffi and requires a sufficient period of time.
Conversely, knowledge-based techniques quickly attaghe immediate needs of the users and

do not need retraining when the user preferencasgeh

2.1.6 Hybrid Recommender Systems

Since all the above mentioned recommendation tgalesi have their own advantages and disad-
vantages, prior work tried to hybridize (i.e., mbine) them in various ways in order to achieve
the best performance. [Burke 2002] surveys and emesppossible hybridizations of the above
recommendation techniques. The main hybridizatiothous applied in the state-of-the-art hy-

brid systems include:
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Weighted- recommendation is computed from the recommenistgenerated by individual
recommendation techniques, e.g., by computing ghved combination of the recommenda-
tions generated by content-based and collaboraggeemmender systems [Claypool et al.
1999].

Switching— the system selects which of the individual recendation techniques should be
applied depending on the task and available daga, ey considering the reputation of every
individual technique based on the user's acceptah@ast recommendations generated by
this technique [Tran and Cohen 2000].

Mixed — several individual recommendations are displdgetthe user simultaneously, or the
generated recommendation contains parts of theithdil ones, e.g., by combining parts of
TV programs generated by content-based and collaber@commender systems [Smyth and
Cotter 2000].

Feature Combination- individual recommendation techniques combineessdvsources of
user profiles, e.g., using content-based profilethe users as a mean for computing their
similarity for collaborative filtering recommendaiti technique [Pazzani 1999].

Cascade- several individual recommender techniques sdelignrefine the recommenda-
tions generated by previous technique, e.g., kngdebased recommendations are parti-
tioned into buckets, such that all the items inngls bucket are sorted by a collaborative fil-
tering recommender system [Burke 2002].

Feature Augmentatior- data derived from the user profiles of a cert@oommendation
technique serve as input user modeling data (nlgttbe recommendation) for another rec-
ommendation technique, e.g., data that are clostdied to the items recommended by a con-
tent-based recommender system are further used¢dfadorative filtering recommender sys-
tem [Mooney and Roy 1999].

Meta-Level- user profiles of a certain recommendation teginmiserve in their entirety as
input to another recommendation technique, e.qtetd-based data collected by a content-
based recommender system are transferred to eomlave filtering recommender system

and used for the similarity computation [Pazzard9]9

Early work on recommender systems [Malone et al7188pothesized that hybridization of rec-

ommendation techniques is beneficial for genertttedlecommendations. Experimental evalua-
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tion conducted in [Burke 2002] validated this hypesis and practically showed that the accuracy

of the generated recommendations improves in nfasedybridizations.

2.2 User Modeling

Successful generation of recommendations by a newder system requires accurate informa-
tion about the users to be stored in the userlpsofirhis information is referred in the literature
as auser modeli.e., ‘an explicit representation of propertiés @articular user' [Fink and Kobsa
2000]. Hence, user modeling can be defined as @psoof collecting information about the user
and constructing her model. Different methods f@ personalization of user's interaction with
systems based on the information stored in the meelels were successfully developed and ap-
plied in a variety of domains. A partial list ofctuapplications includes E-Commerce recom-
mendations, Web-browsing, adaptive natural langyageessing tools, adaptive educational and
learning systems, personalized digital entertainnsemnvices, information filtering, and digital

libraries; there are many others.

Initial motivation and ideas for collecting inforti@n about the users as a key element for provid-
ing personalized services were discussed in [Plereawal. 1978]. Further works [Rich 1979a;
Rich 1979b] discussed application domains for usedeling and proposed using stereotyping,
i.e., classification of a user to one of the a#prilefined types of user, as the basic user moglelin
approach. In the following years, several systeha tollected various types of information
about the users were developed. In some of thefersy, e.g., [Kobsa and Wahlster 1989] and
[McTear 1993], the user modeling task was perforingdhe system itself, with no distinction
between the components maintaining the primaryesystinctionality and the components dedi-
cated for the user modeling. Some other systergs, [Sleeman et al. 1985] and [Kass 1988],
contained a separate user modeling component gmtegponsible for building a model of user's
preferences and needs. An extensive review of thadg user modeling approaches can be found
in [Kobsa and Wahlster 1989].

2.2.1 Building User Models

User models are typically built by the systems digio prolonged accumulation of information

about the users' needs, preferences and inteféssscan be performed eithexplicitly by active
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feedback provided by the user as part of her intenas with the system, amplicitly by inferring

the required information about the user from thessactions.

In the explicit collection of user models, the models are coltkdig direct interaction between
the system and the users through various formsstigumaaires, feedback, and so on. For exam-
ple, [Alfonseca and Rodriguez 2003] presented tesyswhere the user modeling data was col-
lected from the user's choice of one of the preéefistereotypes and from the user's feedback to
a set of questions. Similarly, in [Petrelli et #099] the list of interests was collected from the
user's answers to a questionnaire filled beforeirsgathe visit. [Price 2000] presents a system,
which collected demographic information about teera through a form that the users filled dur-

ing the initial registration process.

Clearly, this acquisition of user modeling daténisonvenient, as it requires the users to perform
a time-consuming and irritating task of explicithnswering numerous intrusive questions
[Hanani et al. 2001]. Furthermore, privacy issueghtobstruct acquisition of elaborate and ac-
curate user models and deter many potential usens @ising the system [Cranor et al. 1999].
Hence, in many systems the models of the users eadlected implicitly [Webb et al. 2001]. In
this case, the user models were inferred usinguamnmachine learning techniques from the data

recorded while observing the user's behavior dumgrgnteraction with the system.

The state-of-the-art works in the domain of mach&aening for user modeling were surveyed in

[Webb et al. 2001]. That work surveyed applicatiammains providing personalized services

(such as recommender systems, news filtering sgstemail assistants, and others) and listed

several open issues regarding the exploitation a¢lime learning techniques for the collecting

accurate user models:

* Need for labeled data in supervised learning —rsiged learning algorithms require explic-
itly labeled data, which in many cases cannot hainbed from observing users' behavior.

» Concept drift — capability of quickly adapting tlearned model to the unique characteristics
of the specific application and to reflect the dymgty and changes in the user interests.

» High computational complexity of learning algorittm developing heuristic algorithms de-

creasing the computational complexity of learnieghniques.
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Both explicit and implicit acquisition of user madithg data raise an important issue of preserving
user's privacy [Kobsa 2007]. In [Kobsa 2001b] thars surveyed the impacts of various pri-
vacy components on the dissemination of persoriaizaystems. That work highlighted the fact
that a uniform solution for privacy concern does exist, since privacy preferences and privacy
agreements differ from user to user and from cquiaticountry. Hence, it encouraged the estab-
lishment of a comprehensive agreement that willrictsthe access to the information reposito-

ries, and will decrease the likelihood of useriggie to be accessed by untrusted parties.

We would like to stress the limitations of both aisition methods. The explicit acquisition of
user models implies a direct interaction betweenuker and the system. As this may be consid-
ered by the users as a time-consuming and irrggdéiek, many users may refrain from it, and not
allow the system to collect accurate user modeadeig. Conversely, in the implicit acquisition of
user models, the user modeling data are inferrdideictly by the system from past users' interac-
tions. Hence, this implies various reasoning aer@mce mechanisms to be exploited by the sys-
tems and introduces a degree of uncertainty irgartferred data. In this work we propose to al-
leviate these limitations and enrich the user nodekilable to the personalization systems by

importing the user modeling data collected by offe@sonalization systems.

2.2.2 Domain-Specific User Modeling

User modeling is exploited for the personalizatainservices in a wide variety of application
domains and specific applications. [Hanani et @013 surveys numerous approaches to building
user models in various personalization systems application domains. Specific approaches
differ from one domain to another, as dictatedh®y specific need of the systems. In this subsec-
tion, we focus on two domains of Web-browsing amarism/traveling services as typical repre-
sentatives of other domains, where similar useretiogl techniques are exploited. The reader is
referred to [Hanani et al 2001] for a wider listdafmains and applications.

* Web-browsingThe state-of-the-art centralized user modelingesgstin Web-browsing do-
main were reviewed in [Fink and Kobsa 2000]. Thatkndiscussed and compared three typi-
cal representatives of such systems:GtdupLens[Resnick et al. 1994; Clark 2002] filters
Usenet news using collaborative filtering, (Rersonalization ServefPrice 2000] and
FrontMind [Manna 2000] employ rule-based personalizatiohVeb-pages by clustering us-

ers and applying predefined rules to the generdtesders, and (3)earn SesamfCaglayan et
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al 1997] builds browsing models of the users, pemstheir clustering based on a predefined
set of attributes and supports domain modelinguiiinoa dedicated model definition lan-
guage. [Alfonseca and Rodriguez 2003] presentgatars for adapting the contents of Web-
pages according to the interest of the user. Themesdels contained the personal interests of
the users determined either through explicitly cog one of the predefined stereotypes and
by employing learning the user's feedback to ao$etisited Web-pages and the preferred
amount of information in a page. The user modeldit@ed restricting the set of pages
shown to the user and setting the percentage abrijgal document that should be shown.
[Billsus and Pazzani 1999] presented a framewarladaptive news access, designed to build
daily news compilations for the users. For the &itjon of user models, the users explicitly
provided their feedback regarding a number of sanmglws items. This was repeated on a
daily basis, allowing two user models to be co#ect(1) long-term models describing the
general interests and needs of the users, andh@@)-term models describing the current
needs of the users. Both were used to providectoisers adaptive access to news items.
Tourism/traveling PTA [Waszkiewicz et al. 1999] presented a personaktrassistant sys-
tem implemented as a multi-agent syst&MA stored user models as collections of past in-
teractions of the users with the system contaitiegrequirements of the user, the chosen
tourist plan and the rejected alternative plansgéoerate personalized traveling recommen-
dations,PTA matched the user models stored with the availsdéxteices (e.g., hotels, flights,
and so forth) and recommended to the user thefdstsh matching services. A similar user
modeling approach is presented in Thigp@dvicetourism recommender system [Ricci et al.
2003]. Trip@dvicestores user models as cases [Aadmot and Plaz 1®84ding the user's
description, her general traveling preferences, @ast interactions between the user and the
system during tourist route planning: user queniespmmended and viewed options, query
modifications, selected tourist route, and so fofthe importance of user modeling for pro-
viding adapted guidance during museum visits wasudised in [Petrelli et al. 1999] and [Ku-
flik et al. 2007]. Those works assumed that usezkabior during the museum visit (e.g.,
moving velocity, exhibits visited, viewing certgimesentations for the exhibits, and so forth)
serve as implicit expressions of their interestds Bilowed personalized routes to be built
within the museum, exhibits to visit to be recomuhesh and even specific presentations for
the exhibits to be suggested. To bootstrap the mydtee initial user models were collected

explicitly through a questionnaire [Petrelli et #099], or marking interesting tourism sites
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from a list of sites [Kuflik et al. 2007]. Trackirgnd analyzing further user behavior during
the visit allowed the initial user models to bametl and the generation of more accurate rec-

ommendations.

Typically, user models stored by personalizatioriesys are designed to answer the needs of the
system, as the topics of the collected models @esked on the domain of the system, and their
representation is adjusted to the tools and pelizatian techniques applied by the system. This
inherently constitutes a severe limitation and harmphe interoperability of personalization sys-
tems, as the collected models are 'proprietarycandot be transferred between the systems. As a
result, there is a need for generic, compreherainkapplication-independent user modeling ap-
proaches, which, once initialized with domain kneade, can facilitate interoperability of per-
sonalization systems and provide personalizationicss for a variety of applications and do-
mains [Kobsa 2001a].

2.2.3 Generic User Modeling Systems

The notion of general application-independent usedeting was presented in [Finin and Drager
1986]. That work describeUMS general user modeling system, which allowed petszation
application developers to define general user stgpes and relationships between them. For
each stereotypd;UMS facilitated defining facts that described the estéype and rules for the
system's reasoning about it. At runtifg)JMSreceived new facts about the user from the under-
lying personalization application, verified theonsistency with the current information about the
user (informing the application about recognizecbimsistencies), and answered the application
queries regarding the user. AlthougluMSwas not applied with a real personalization apglic
tion, it outlined the basic functionality of a gealeuser modeling systenprovisioning of user
modeling services that can be configured duringdéeelopment tim&UMSalso demonstrated

a new paradigm of generic user modeling systemg¢hvhould be initialized with application-
specific user modeling knowledge, and further sawvea separate independent component in per-

sonalization applications.

Most of the general user modeling systems expldhedcollected data as input for a certain in-
ference mechanism, mapping their users to oneeoptédefined stereotypes. For exampls|T

[Brajnik and Tasso 1994] allowed the definition aérarchically ordered user stereotypes, and
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inference rules for specific types of user modelifaga. Conversel\BGP-MS[Kobsa and Pohl
1995] allowed assumptions about the individual siserd generalized user stereotype groups to
be represented using a first-order predicate Iagich that inferences across various types of as-
sumptions could be defined in a first-order modaid. Similarly, TAGUS[Paiva and Self 1995]
represented assumptions about the users usingfdst formulas, with meta-operators express-
ing various assumption types. Moreover, it allovileel definition of a stereotypes hierarchy and
contained an inference mechanism, a truth maintsnapstem, and a diagnostic component in-
cluding a library of possible misconceptions. [K&995] presented them toolkit, a mechanism
for reusing generic user modeling data originatgddrious personalization systems. The core of
the system is a centralized repository of inforovatabout the users. Every personalization sys-
tem had its own view of the relevant parts of tkerumodeling data via a resolver, which was
aimed at providing the required view of the avdegabser modeling data. This architecture and

toolkit served a basis for a generic user modedgnger calledPersonigKay et al. 2002].

[Kobsa 1990] extensively discussed and redefineeige user modeling systems and introduced

the term ofuser modeling shell systemBhat work defined the user modeling shell systasis

empty expert systems that had to be filled withadorspecific rules for deployment as a real

expert systeml_ater, [Kobsa 2001a] surveyed the state-of-theemearch of user modeling shell

systems, and presented the requirements essentatilitating their wide dissemination for aca-

demic and commercial purposes:

* Generality — domain independence, usability in asyrapplication and domains as possible,
and for as many as possible user modeling tasksnatttese applications.

» Expressiveness — ability to express as many aslpesgpes of assumption about the user.

» Inferential capabilities — capability of performiagd supporting various reasoning and infer-
ence mechanisms, and resolving the detected cadlic contradictions.

» Import of external user-related information — dbilio integrate user modeling information
collected by the current system with the modeltect#d by other remote systems.

* Privacy requirements — support of privacy poli@esl conventions, national and international
privacy legislations, and privacy-enhancing toaid aervices.

* Quick adaptation — ability to adapt the user madgBervices quickly to new users, applica-

tions and specific services.
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* Load balancing — providing accurate user modeleyises, while keeping reasonable tech-
nical performance: robustness, availability, argpomse time.

* Future requirements — support for future applicetjsuch as ubiquitous modeling of mobile
users, personalization functionalities in everytifeydevices, and usage not limited to per-

sonalization purposes, and expansion to other typapplications.

The rationale for assigning importance to theseirements lies in the exploitation of user mod-
eling approaches in a wide variety of researchapulication domains, such as artificial intelli-
gence and machine learning [Webb et al. 2001],rahtanguage dialog [Kobsa and Wabhlster,
1989], intelligent tutoring [Kass 1988] and manyears. Hence, user modeling shells are ex-
pected to support complex assumptions and reasaiiogt the users, maintain the essential pri-
vacy and adaptation constraints, and be usable wide as possible range of domains and appli-

cations.

Although the notion of a centralized generic usedealing server seems to be an adequate solu-
tion, it severely violates various privacy reguwas. In this setting the general user model ig buil
in a single place, which can be potentially expogedttacks by malicious users. Successful at-
tacks may endanger users' privacy, as they allevattacker to access and reveal all the private,
and possibly sensitive, information about the us&hgs privacy breach of a centralized user
modeling server might cause many potential uselssgstems to refrain from using it [Cranor et
al. 1999].

2.2.4 Ontology-Based Representation of User Models

Since the state-of-the-art personalization systarasmostly domain-specific, they usually store

partial user models related to their applicatiomém, i.e., the data stored in their user models
are dictated by the specific information needshef $ystems. However, due to the architectural
decisions and specific requirements posed by vanmrsonalization techniques, the representa-
tion of the user models in various systems fromstdrae application domain may also differ (e.qg.,

natural-language or semi-structured descriptioatui@s vector, the relevant stereotype and its
characteristics explicit ratings, neural netwonkg athers). Moreover, even for the same repre-
sentation of the user models, various systems nughtdifferent terms and languages to express

the same underlying concepts models (e.g., synaonyyp®nyms, hypernyms, or simply different
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natural languages). Since the accuracy of the palization increases with the accuracy of the
available user modeling data, there is an emengeed for a standardized representation of the
user models. Such standardization simplifies shaaimd integration of the collected user model-

ing data and allows more reliable and comprehensee models to be generated.

[Pohl 1999] identified the need for a standardizesgr modeling information representation
through a comprehensive overview of logic-basedesgmtations and reasoning in user modeling
systems, and presented AsTRaframework for logic-based user model representatiod rea-
soning. BasicallyAsTRaobtained its power and flexibility through intetyng two popular ap-
proaches: (1) assumption-like storage of user niglelata, and (2) logic-based inference for-
malism. That work also discussed the integratioA®fRaprototype inBGP-MSuser modeling

shell, which was proposed in [Kobsa and Pohl 1995].

Much work focused on the issue of ontology-basguesentation of user models irserutable
[Kay 2006] andreusable[Kay 1999] manner. In the context of user modelihg term 'scrutable’
means that the available user modeling data arerstashdable upon examination and observa-
tion, whereas 'reusable’ means that various systambenefit from the content of the same user
models. Such representation allows disregardingstee of user model limited to a particular
system or application domain, as the structure aomdent of the user models are based on on-

tologies, which facilitate access to a customizqaanation of the user model components.

For example, [Razmerita et al. 2003] presentednargd ontology-based user modeling architec-
ture calledOntobUM OntobUM integrated three ontologies: user ontology defjnine users,
domain ontology defining the relationships betwgarnous domains, and log ontology defining
the user-system interaction. User models were aelteboth through a user profile editor, and by
classifying the users to one of the predefinedestgpes based on their past activities. Another
approach to a standardized representation of temsdels was presented in [Heckmann and
Krueger 2003]. That work presentdderML, a knowledge representation language for desgribin
user models in various domains, where every olgectained a pointer to the ontology, specify-

ing its particular domain.
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On the basis dfJserML, [Heckmann et al. 2005] introduc&UMO, a comprehensive set of gen-
eral user modeling ontologies, allowing uniformenpretation of distributed user models in intel-
ligent environments. The ontologies GIJMO were represented usif@WL semantic language
[McGuinness and van Harmelen 2004] and were availi@p all the involved user modeling and
personalization systems at the same time. ThehHatGlUMO was commonly accepted by all the
involved systems and focused on user modeling tislttated the exchange of user modeling
data between various systems to be significanthpkfied and allowed the inherent problem of
syntactical and structural differences betweensiystems to be overcome. That work also dis-
cussed possible combinations ®@UMO and UserML [Heckmann and Krueger 2003]. A situa-
tion, whereUserML serves as a uniform user modeling language@dMO serves as a com-
monly accepted ontology across multiple user madedind personalization systems, facilitates
exchange of user modeling data between variougregsand better composition of partial user

models collected by various systems.

The main limitation of the ontology-based approadiessin the static nature of the ontologies.
As can be observed from the above mentioned wahky, all assume that the ontology is prede-
fined and available, i.e., it is modeled a-prioridxternal domain experts. This inherently implies
a centralized management of the ontology, which edly evolve and be modified over time.
This contradicts our assumption about a decentrhl@ed highly dynamic setting, where each
personalization system can potentially provide &ble user modeling data, and appeals for a

more flexible approach to the data representation.

2.2.5 Ubiquitous User Modeling

Nowadays, a situation where multiple personalizatigstems store information about their users
is not unusual, since the users are surroundetiein éveryday activities by various devices,
which can provide personalized services. These dgviary from PDAs, embedded computers in
cameras, cars, or mobile phones, up to high pegonoam wearable computers. This paradigm of
‘present everywhere' computing is referred to m literature asibiquitous computingWeiser
1991]. Due to the limitations of ubiquitous compgtidevices, one of the main challenges of
ubiquitous computing is the issue of ubiquitousspaalization services, which, in turn, high-
lights the importance afbiquitous user modelingHeckmann 2005; Carmichael et al. 2005; Lo-

renz and Zimmermann 2006]. According to the dabinitof [Heckmann 2005], ubiquitous user
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modeling is "an ongoing modeling and exploratiorusér behavior with a variety of systems that

share their user models."

A rather simplistic approach to resolving the issfi@biquitous user modeling was suggested in
[Potonniee 2002]. That work proposed building anliapppon adaptation framework using a cen-
tralized storage of the UMs on the users' persemealrt cards. The smart cards stored and man-
aged the users, partially resolving the privacy awalability issues which are of the highest im-
portance in a decentralized ubiquitous environm€ompared to a solution, where the profiles
are stored in a central server, the use of smatisaaade the profiles available in any context,
enhanced the data privacy and security by allowimgusers to control their user models fully
(e.g., what user modeling data should be exposegh#t extent, to which systems, and so forth),
and avoided the communication delays. However,sthart cards aggravated the problem of a
single point of failure, as all the available per@loinformation was stored in a single repository,

the disclosure of which by an attacker could hadesastrous effect.

[Kay et al. 2003a] presented and overviewed a akréd architecture for user modeling services
in a ubiquitous environment. That work presente@regal user model stored on a central server
as a composition of partial user models, storeddnypus ubiquitous personalization applications.
Each application maintained its own inference meisnarthat allowed it to update the general
user model and to extract from it the needed in&tiom. When the user modeling data were
needed, the relevant information was extracted ftioengeneral user model and adapted to the
specific needs of the personalization system #@uested the data. Thus, every application could
generate its own view of the general user modethdiuld be noted that according to this ap-
proach, the users are in full control of the paftshe general model that are accessible by other
applications through defining the access permissiém the following work, [Kay 2003b] pre-
sented a visualization tool that allowed the ugergxplore their models, to navigate through

them, to edit the components of the model, an@tas access permissions.

A similar approach was presented in [Niederee .e2@04]. That work proposed using the Uni-
fied User Context Model JUCM) for the purposes of exploiting parts of the gaheser model
in several personalization systems. The representafiuser modeling data WUCM was based

on a single shared ontology, and allowed it to supfgvo main features: (1) generality — usability
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in as wide as possible variety of domains and §ipepplications, (2) expressiveness — capabil-

ity to express as wide as possible range of knaydexbout the user. [Mehta 2005a] presented an

approach for cross-system personalization, baseithedmdea of a context passport that was in-

spired byUUCM. The personalization system extracted the requised modeling data from the

context passport, performed the personalized @iesvbased on the extracted data, and updated

the passport. Finally, [Mehta 2006] defined threainmstages of cross-system communication

protocol for sharing user modeling data acros®bfit systems in a user-centric way:

» Negotiation — achieves an understanding on the aypeser modeling data that is needed by
the target personalization system and agreemecommon ontology and vocabulary.

* Personalization — extraction of the required usedeling data from a set of source systems
and their transfer to the target personalizatistesy.

» Synchronization — replication and update of the msedeling data upon completion of per-

sonalization tasks by the target personalizatictesy.

[Lorenz 2005] proposed an agent-based architetbure distributed user modeling in the ubiqui-

tous environment through sharing of partial usedet® That work proposed achieving user

models sharing through a network of cooperatinqiesgecting as active components and using
predefined communication framework. Each agent migémage a part of the general user mod-
eling data, but the whole network of agents wilegrate together these partial user models into a
distributed representation of the knowledge abbatuser. The negotiation between the agent,
and exchange and integration of partial user mogele achieved through designated brokering

agents, virtually representing other systems imetevork.

In all those works, the task of user model integramaintaining the inference mechanism
from/to the centralized model, or direct negotiatietween the agents) is aggravated by the wide
variety of existing user modeling techniques angresentations. As neither the policy for the
sharing of user modeling data, nor the standargsaiocols for the conversion between various
representations of the data are defined, pradtitatoperability of any two personalization sys-
tems should be explicitly provided by the systemeligpers. Taking into account the large num-
ber of existing personalization approaches and msetel representations requires to develop a
vast number of conversion mechanisms. Hence, tiatdogy proposed in this work introduces

a certain level of standardization into the reqliireeroperability of personalization systems.
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Part 2:

User Model Mediation
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Chapter 3: User Modeling Data Representation

A unified model for user modeling data represeatais required in order to facilitate the UM
mediation. The discussion starts with a two-dimemsioepresentation which is an abstraction of
the data representation adopted by most of theimxisystems. This model is then extended to a

three-dimensional representation reflecting thaextrawareness aspects.

3.1 Two-Dimensional Representation of User M odels

Most of today's recommender systems base the wasgty) i.e., storage, access and retrieval, of
their UMs on a two-dimensional matrix representatibhe twogeneralizeddimensions of this
representation are thesersand theitems These dimensions are referred to as generalized be
cause they may be described by sets of specifiarsa Hence, if the user is describedhldga-
tures (e.g., age, gender, and others) and theliyemmfeatures (e.g., color, shape, price, and oth-
ers), the space of all possible user and item paidescribed by an+m dimensional space. For
instance, when the users and the items are deddnipéheir unique identities only, the space of
all possible users and items pairs is two-dimeradjomhere the first dimension refers to the user
identifier and the second to the item identifierthis case, the ratings given by users to iteras ar
described by a map from the two-dimensional spaa@niumeric range, e.41, 2, 3, 4, 5} In a
more concrete way, in this situation, BXM matrix (representing users andM items) either
represents directly or reflects the ratings givgrhe users to the items. The ratings are given on
a predefined scale and could be given in an exgrcimplicit way. Explicit ratings are typically
provided by the users, while implicit ratings anéerred by the system through observing user
behavior indicators. For example, if the user boubgk recommended product, the system im-

plicitly interprets it as a positive rating.

When the users and the items are described bypskatures, the matrix is still referred to as the
description of ratings given by users to items. ldo&r, such matrix is a high dimensional matrix,
l.e., it is a functiorR'yen from then+m dimensional space of pait$sekear X IteMea: t0 a set of
ratings:

R'gen US€fleat X lteMear = rating.
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In the above definitiotJseke,: represents the user featuremey; represents the item features,

andrating represents the ratings given by the users taéhesi

In fact, this function is not defined for all thegsible user and item pairs, i.e., the system roay n
know the rating values given by a user to all teens. Hence, given a user who requests a rec-
ommendation, the goal of a recommender systeml)sto( estimate the rating value for some
items, which the user has not previously rated, @)do suggest some items to the user, for in-
stance those items having maximal predicted rafNwe that the actual recommendation task
heavily depends on the exact functionality (andisej provided by the system. This can include
recommending the best item, rankiNgbest items, filtering highly irrelevant items, anthny
others [Adomavicius and Tuzhilin 2005c]. In the refsthis work the recommendation task refers

to predicting a future rating, which would be assig by a certain userto a certain itenn.

Although R'gen Was defined as a function from a two-dimensionatri, both of its basic dimen-
sionsUserke,: and Iteme,: can be described using a multidimensional reptasen by a set of
features. However, since the described data remasms does not imply use of any commonly
agreed ontology, the separation between the basEndions ofJsefes andliteme,: is ambiguous
and somewhat artificial. Some systems may clag®fyain ephemeral features as features de-
scribing the users, while other systems may chkagkgm as features describing the items. For
example, consider a travel recommender system afeétare representing theeasonof the
travel. This feature could be interchangeably carsid as one of the user features (e.g., the user
searching for a holiday resort in winter), or ag ofthe item features (e.g., holiday resort in-win
ter). To overcome this, the representation can beidered as a single multi-dimensional space
of features, which reflects a single integratetidisfeatures, where certain sets of features ean b

grouped into the basic dimensiondisferq,: andltemeat

This R'yen representation is applicable to a wide varietgtate-of-the-art recommendation tech-

niques, as can be seen in the following examples:

* In collaborative filtering [Herlocker et al. 199%he two-dimensional matri: is referred to
as theratings matrixand is represented by:

Rcr: Userg X Itemy =2 rating,
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whereUsely andltemy are the unique one-dimensional identifiers of sisard item%s and
rating is the rating given by the user to the item. lis ttase, an individual UM is represented
by a set of ratings given by the relevant user, iandferred to in the literature as tfaings
vector For example, consider the following ratings maftadr the domain of movieRcr={
((Alice, "The Lord of The Rings"),1), ((Alice, "Theatdx"), 0.8), ((Bob, "Psycho"), 0.2),
((Bob, "Friday the 13th"), 0),}representing the ratings of two users, Alice Bob, given on
a continuous scale betweérandl. Typically, collaborative filtering systems do retore any
additional information about the features and cointbaracteristics of users and items, beside
their identities.

* In content-based filtering [Morita and Shinoda 1P%He two-dimensional matriRcg is rep-
resented by:

Rce: Userig X Itemea: = rating,

whereUserly represents the unique identifier of the usdesn., represents a feature space
describing the item's features, amting reflects the user's ratings (e.g., in form of s to
the items characterized by that feature. In thissecéhe UM is represented by the values re-
flecting the ratings given byserq to certainiteme,: features, originated by the descriptions of
items. For example, content-based maRgg from the previous example can Bes={ ((Al-
ice, science-fiction), 0.9), ((Bob, horror), 0.1)1 this example, each movie is described by a
content-related feature representing the genrbeofrtovie, taking in these examples the val-
ueshorror andscience-fictionlt can be observed that in content-based recorderesystems
theraw UMs contain the ratings of the users to the itelescribed by a set of features. This
information is typically used to build a refined d&b that depends on the specific classifica-
tion technique used by the recommender system.

* In demographic filtering [Kurlwich 1997], the twardensional matrixRsemis represented by:

Ryem USEleat X Itemeg: = rating,

whereUsere,: represents a set of features describing certaimodeaphic characteristics of a
group of users to which the user belongsme..: represents either the unique identity of the
item or a set of features reflecting the item'steot) andrating virtually represents the ratings
given by a group of users with certain demogragh@aracteristics to the items. In this case,
the UM is represented by a combinat{oserf.a; itemea) and the ratings provided by the user

described byiseke,: to the items, containingemea. For exampleRyem of the users Alice and

2 Although in this case the identity of the userr(ijeés considered as one of the features, it shbaldtressed the
identity is a special feature, which facilitatesraque identification of user (item) in all the ®ms.
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Bob from previous examples can Bg.,={(female, science-fiction), 0.9), ((male, horror),
0.1)}. In this example it should be pointed out that tbey notion of user and item can de-
pend on the specific recommendation technique. ,Herenstance, the users are represented
by a single user stereotype that is defined onlyheygender feature. Similarly, the items are

described only by the genre feature.

All the previous recommendation techniques couldprinciple, adopt the generalized user and
item representations, as defined for the demogcafilbering approach, which generalizes the

user description, and content-based method, whedkerglizes the item description. In fact, many
recommender systems providing personalized recomatiems based only on the ephemeral

session data adapt the generalized user and ifgmesentation to the specific needs of the sys-
tems and exploit this representation for the pupafsgenerating the recommendations [Ricci et
al. 2006b].

In addition, the way the ratings of the users apasented is highly heterogeneous across various
recommender systems. Some systems store numerngsrafiven by the users on a predefined,
but not standard, scale (e.g., the scale may loeetiisor continuous, the range of possible values
may vary from one system to another, and so omyesstore symbolic ratings (e.g., positive or
negative ratings, thumbs-up or thumbs-down, an@dr§o some store system-specific feedback
derived from user behavior (e.g., examining orthetrecommended item, purchasing or not the
recommended product, and so on), some store théamisnavigation history of the user (e.g.,
opening or not the recommended Web-link, periotinoé spent viewing the recommended Web-
page, and so on), and others store the free-textbtek provided by the users [Hanani et al.
2001].

Several types of the user feedback are discusst@@mpared in [Montaner et al. 2003]. Such

feedback is classified into four categories:

* No feedback — modifications of the user data amedoanually by the users using a specific
component provided by the system.

» Explicit feedback — explicit opinion provided by thser. For example, numeric ratings as-

signed to artists or music bands [Shardanand ares M895], annotations of viewed docu-
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ments [Goldberg et al. 1992], or binary opiniongareling the interestingness of Web-pages
[Pazzani and Billsus 1997].

* Implicit feedback — user opinion is inferred by #ystem from monitoring the user's behav-
ior. For example, analyzing lists of preferred leesactivities [Kurlwich 1997], reading times
of the received messages [Morita and Shinoda 1994jilsage data of hypermedia systems
[Kobsa et al. 2001c].

» Hybrid feedback — combines both the explicit anglioit user feedback, such as in [Resnick
et al. 1994; Joachims et al. 1997; Sakagami &187].

To resolve this heterogeneity and to refer to theewariety of user feedback to the provided

recommendations in a uniform manner, all the pdsdiypes of feedback are generalized and

denoted by the termvaluation[McNee et al. 2003].

To address the heterogeneity of the evaluationgraessiby (or predicted for) the user to an item,
the Rigen function was generalized to tlexperienceof a user for an item. An experience is de-
fined as an evaluation function that maps a ph&,user who had the experience and the item
experienced by the user, to an evaluation. An éxpee evaluation details how the user and the
item are linked together. Formally, the experieisaepresented by:

EXp: Usefear X Itemeat = evaluation
where Userkeo and Itemey: represent the feature spaces describing usertamdfeatures, and
evaluationrepresents the feedback given by the user dedchpblser,: for the item described
by Itemes. Figure 1 schematically illustrates the repredestiaof experiences in a two-

dimensional space.

\ evaluatiW

USeFeq

Fig. 1. Representation of Experiences and theituati@ns in Two-Dimensional Space
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For example, consider an experieeatescribed verbally by "Alice likes science-fictiorovies".
Using a simple object-oriented-like notation, thexperience can be represented by
Exp(user.name=Alice, item.movie.genre=science-figtike. This representation of the experi-
ence shows that thevaluationof a user, whose featurameis assigned the value Alice for the

itemmovie whose featurgenreis assigned the valiseience-fictions like.

This allows further generalization of tii€,e, representation of the matrix to tesp representa-
tion for the UM warehousing comprising user- amgnitdependent representation of experiences
and evaluations. Also over tlxp representation, a single UM, i.e., the model cbacrete user,

is considered as a set of tBgp contents restricted to values of the featureshigfuser. In other
words, the user model for useis the range of th&xp function restricted to the usar More-
over, theExp representation of experiences allows one to ddhisdollowing formulation: the
recommendation ia task of predicting future evaluation of a newesignce for a specific com-
bination of (useta;, itemea) values, based on a set of past experiéndether words, the rec-
ommendations are aimed at predicting evaluationth@mew experiences using the knowledge

obtained from past experiences.

3.2 Three-Dimensional Representation of User Models

The above generalization of the classical recomntemd@aroblem does not overcome a severe
limitation of the majority of recommendation tectmes: ignoring the context of the experience
[Buriano et al. 2006]. There is a variety of defomis for the terntontextin the literature. For
example, it can refer to the user location, theetion the temperature of the day [Brown et al.
1997], or it can be considered as the subset ddipllyand conceptual states of interest to a par-
ticular entity [Pascoe 1998]. One of the most cahpnsive definitions of context is given in
[Dey and Abowd 1999]: Context is any information that can be used to ahterize the situa-
tion of an entity. An entity is a person, placepbject that is considered relevant to the interac-

tion between a user and an application, including tiser and applications themselves

With respect to recommender systems, [Goker anchdyg 2002] defines context as a descrip-
tion of aspects of a situation and splits the ganeser context into five components: (1) envi-

ronment context — captures the entities that saddbe user; (2) personal context — captures the
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state of the user and consists of two subcompon#regsphysiological context and the mental
context; (3) task context — captures what the pergactors) are doing in this user context; (4)
social context — captures the social aspects ottineent user context, such as friends, enemies,
neighbors, co-workers and so on; and (5) spatioteatrontext — captures aspects of the user

context relating to the time and spatial extent@r user context.

In fact, user preferences represented by the UNjemerally valid only within specific contextual
conditions, such as spatial, temporal, emotiorrad, @her conditions. That is, a user's preferences
stored in the UM may change as a function of varioantextual conditions. Nonetheless, the
generalized matrix representatiBRp considers an experience as a user- and item-depead-
tity only, not influenced by the contextual condiits, which may actually affect the evaluation of
the experience. For example, two experience evahgsimay be defined a#lice likes to see
comedy movies with her frieridend "Alice does not like to see comedy movies with heampst.

In this example, if the companion of a user istedaas a contextual condition, the evaluation of
the same experience is positive in one contextoatlition and negative in another. Hence, to
facilitate provision of context-aware recommendatithe above two-dimensional (user- and
item-dependent) representatiBip should be extended by a third general dimensigiteating

various contextual conditions and features that beagonsidered by the recommender system.

The context-awareness issue has lead to a multidioread warehousing of the UMs that cap-
tures the dependencies between the ratings andesajeed user-, item- and context-dependent
model [Adomavicius et al. 2005a]. This model extetistwo-variables functiokxp, ignoring
the context-awareness issue, to a three-variablegion Exp:a, incorporating a third dimension
of context. Given the above generalization of ggito the experiencevaluation context-aware
experience is defined by:

EXpear US€leat X Itemeat X Contexta= evaluation
Figure 2 schematically illustrates the represemtabf context-aware experiences in a three-

dimensional space.
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evaluaﬂW

USFecy

Fig. 2. Representation of Context-Aware Experienaekhree-Dimensional Space

This representation, in addition to the standds@f.,: and ltem,; features, also includeSon-
textear that represents the contextual conditions (orvélees of the contextual features) of the
experience. Similarly tdJsekes: and ltemes, Contexta: is also described using a multidimen-
sional representation by a set of features. Heamcgecific contextual condition of the experi-
ences is referred to as a subspace of this mukisonal contextual space. For instance, in the
above mentioned example, only one contextual featticompanionout of a largeContexi.a: Set

of contextual features is mentioned. Whendbmpanionfeature is assigned the valuefloénds

the evaluation is positive, and when it has theefmily, the evaluation is negative.

It should be stressed that modifying the represiemtaf Exp function toEXpca, i.€., incorporat-

ing the contextual features, does not have anygteffie the UM warehousing. UMse still re-
ferred to as collections of past experiences, vasetiee experiences are now context-aware. Also,
although the definition and representation of eigmee was modified to capture the context-
awareness issue, the definition of the recommemaatisk remains unchanged. This still consists
of predicting the evaluations of the new experigrgased on a set of past experiences and their
evaluations. However, since the experiences waremaodified to include the contextual features
contexta, the recommendations should be provided in a gbfat@are manner, i.e., they should
refer to a certain combination a6ekeq; iteMes andcontexik,: Values, and not afsef.,; and of

iteMmeqt Values only.

Previous observations regarding the ambiguous agparof features between the basic dimen-

sions are still valid in the three-dimensional esgntation. Various recommender systems can

misinterpret the same feature and classify it fiedént basic dimensions. For example, the above
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feature of theseasonn the tourism recommender system in the preveaesion can naturally be
considered as a contextual feature. Hence, alththaylkhird basic dimension of context was in-
troduced, the whole representation can still besictamed as a single multi-dimensional space of
features, where certain sets of features can hggtbinto the basic dimensionsldgere,;, Item-

feas andConteXiat
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Chapter 4: User Modeling Data M ediation Framework

The main problem in providing high quality contexteae recommendations using the context-
awareExpca representation for the UM warehousing is the spase of the data stored in the
UMs, i.e., the lack of sufficient user modeling al@bout the user in specific contextual condi-
tions [Ricci 2006a]. The problem of insufficient ammation for generating high-quality recom-
mendations is a well-known problem of traditionet@mmender systems [Linden et al. 2003],
which rely only on the two-dimensional representatRyen and ignore the contextual dimen-
sions. This problem is aggravated when the contexté@mation is considered, as the initially
sparse two-dimensional experiences are partiti@mdng multiple contexts, reflecting the spe-
cific contextual conditions of the experiences.aAesult, the amount of available user modeling
data referring to a specific contextual conditiagngicantly decreases when the context-
awareness issue is taken into account. Hence, @ mpag¢stion refers to the tradeoff between the
specialization of context-aware recommendation ggmms and the reduction of the available

user modeling data.

This work discusses an approach aimed at overcothengparseness problem usingnediation

of UMs and user modeling data. The exact definitbmediation is formulated as followané-
diation of UMs is a process of importing the userdeling data collected by other (remote) re-
commendesystems, integrating them and generating an integraser model for a specific goal
within a specific contekt In this definition, the term integration refets a set of techniques
aimed at resolving the heterogeneities and inctergiges in the obtained data. The mediation
process facilitates instantiating the UMs througferring the required user modeling data from
past experiences and their evaluations in a thireeftsional context-aware representation space.
Hence, it enriches the existing UMs (or bootstrappty UMS) in the target recommender system
using the data collected by the remote systemsfasilitates provision of better context-aware
recommendations. In the rest of this section a rgé@&chitecture of UM mediation will be pre-

sented and four practical mediation methods wilkkkensively discussed.
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4.1 User Modeling Data Mediation Architecture

Two parties are involved in the mediation process.tle one hand, there istarget recom-
mender system, i.e., the system requested to mrqedsonalized recommendations to the user.
Formally, this system acts as the initiator of thediation process by requesting the available
user modeling data from other systems. On the dihed, there are humerouamote recom-
mender systems that may provide relevant user nmgdeéta (i.e., past experiences) to the target
recommender system. More precisely, these mightorotecommender systems only, but also
various services, Web-sites, sensors and evenra psesonal devices, that collected past experi-
ences of the user. These two parties are interctetheta the UM mediator, which constitutes
the core element of the mediation process. The geasrhitecture of the UM mediation process

is illustrated in Figure 3.

. E
— < :_: > =
( ) |
integratior

remote systems UM mediator target system

Fig. 3. Architecture of the User Modeling Data Madin

As discussed earlier, the main difficulty of the Uiediation and the main focus of this work is
overcoming the heterogeneity of the user modeliath.dFor example, recommender systems
from different application domains imply differenser modeling data stored in the UMs. Even
within the same domain, different systems may sthifferent information in their partial UMs,
according to the specific recommendation techniggieg exploited (e.g., ratings vector in col-
laborative filtering UMs [Herlocker et al. 1999].\& feature vector of interest topics in content-
based UMs [Morita and Shinoda 1994]). Moreover netree UMs of two recommender systems
from the same application domain exploiting the saecommendation technique may use dif-

ferent terms to describe equivalent underlying ciigjd.e., users, items, or domain features.
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Hence, successful completion of the UM mediatiosk teequires (1) developing and applying
reasoning and inference mechanisms for convertieg modeling data between various represen-
tations, applications and domains, and (2) idemgfyand exploiting semantically-enhanced
knowledge bases, actually facilitating the abowesoaing and inference. Combinations of vari-
ous reasoning and semantic tools will allow comntibea between the user modeling data repre-
sentation of various systems to be identified. Assult, the mediator consists of two principal
components:

* Integration Mechanism. The obtained past experiences may be representelffenent
ways, e.g., using various ontologies, domain-speaiid application-specific terminology, or
even different languages. In addition, the evatuetiof the same experience in different sys-
tems may be contradictory. Hence, this componerggponsible for resolving conflicts and
heterogeneities in the obtained user modeling datag various reasoning and inference
mechanisms. This requires the integration mechatosmplement and apply certain policies
for conflict resolution in the obtained data

* Knowledge Base (KB). This is an auxiliary component, used by the intégnamechanism. It
contains semantically-enhanced inter-domain amd-gdmain knowledge bases representing
dependencies and relationships between various ileer and context features. The data
stored in the knowledge bases facilitate resoltimg heterogeneities in the obtained user
modeling data. For example, it allows reconcilihg bntologies exploited by various recom-
mender systems, converting the terms used by oest@items to a standard representation,

and even provides machine translation tools resgleross-lingual dependencies.

The envisioned flow of the user modeling data meshgbrocess consists of the following stages

(as illustrated in Figure 4):

1. The recommendation request is treated by the taygé&m as a request for a prediction of the
evaluation of the new experience for a specific lom@tion ofusekea, iteMea; andconteXiar
By predicting this evaluation, the target system aso determine whether the item should be
recommended to the user in a given context. Thetaegommender system queries the me-
diator for the UMs, containing past experiences #na relevant for predicting the evaluation
of the new experience. The query contains the reqiIS€kea;, iteMea, CONteXta) COMbina-

tion.
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2. The mediator analyzes the query and determinesdhefsremote recommender systems,
which may store potentially relevant past expemsndhis analysis is done using semantic
data provided by the knowledge base.

3. The mediator forwards the query to the set of rem&temmender systems that were deter-
mined in the previous stage.

4. Remote recommender systems, which actually steredlevant experiences, respond to the
guery and send to the mediator their locally caldcdUMs and/or the relevant experiences
only.

5. The mediator integrates the obtained experiencex) ubie semantic data provided by the
knowledge base. Clearly, different combinationdJM representations in remote and target
systems will require different integration mechamss

6. The generated user modeling data are sent to thet temcommender system. Since the user
modeling data of the target system are enrichecbmparison to the locally collected data
stored before the mediation, the system is cap#hpeoviding better recommendations to the

user.
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Fig. 4. Stages of the Mediation

A\

To illustrate the mediation flow, consider again #itve example of a network of recommender
systems dedicated to digital entertainment. The otwonsists of music, movies, TV programs,
books, and humor recommender systems. Considee,Adite of the users of the movies recom-
mender system who asks the system to suggest miaviprovide a better recommendation, the
target movies recommender system queries the noedaatthe relevant user modeling data (step
1). The mediator analyzes the request and the dataded by the movie recommender system
(e.g., past opinions of Alice on the movies she dlemady seen and a list of potentially recom-

mendable movies in theaters tonight) and identifiesset of remote recommender systems that

® It is reasonable to assume that various systentls pnovide user modeling data with different leved$
accuracy and up-to-date information. Although thapgr highlights the importance of resolving such
conflicts, developing conflict resolution policifsls beyond its scope.
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can potentially provide relevant past experienstsp(2). Imagine that these systems are TV,
books, music, and jokes recommender systems. Thatoetbrwards the query for the relevant

past experiences to these systems (tep

The remote recommender systems, which store theargl@xperiences, send them back to the
mediator (stepd). Imagine that only TV programs and books recomreersystem stored the
relevant experiences: the TV programs system séiadsst of programs seen by Alice during the
last week and the books system sends the list @fspurchased by Alice through the Web-site
of the books recommender system. The mediator iatiegithe acquired past experiences into a
single UM using the knowledge base and converts ithe format required by the specific rec-
ommendation technique exploited by the target nooxeeommender system (st&p For exam-
ple, it mines the information available about the @idgrams seen by Alice, extracts the topics of
these programs, and checks whether there are reendable movies with overlapping or similar
topics. The mediator also identifies the writerstloé books purchased by Alice and checks
whether there are recommendable movies based omotheds written by these writers. Finally,
the derived user modeling data (i.e., the listopidcs and writers) is forwarded to the movies re-

commender system (stép, where it is used for generating personalizedmenendations.

4.2 User Modeling Data Mediation Methods

The above scenario immediately raises a questiomat\Wser modeling data are relevant for the
mediation and need to be imported from the remgstems”? In principle, any available user
modeling data (i.e., any past experience) may lesaat to some extent as input to the mediation
process, since they may help predict the evaluaiwdnhe new experience. For example, consider
a target recommender system that is supposed dicpthe new experience evaluation for a spe-
cific combination of(Us€kea, it€Mea, CONtEXta) Values. The possible groups (obefea; iteMear,
contexta) combinations in past experiences stored by o#tmymmender systems are as follows
(the respective mediation methods will be extengigdescussed later in this section):
» Experiences that refer to the same combinafi®mer.,;, itemea, CONtexta). They represent
past experiences of the samm&eke,; for the samateme,: iIn the samecontexi,, Where the
values of certain experience features, referrintpéosame objects, may be represented in dif-

ferent ways.
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» Experiences where the values of two features arsdhee and the value of one feature dif-
fers. Three possible combinations are:
—  (usefrfeas iteMea, CONteXta) — past experiences of anothuser.,: for the samatemea
in the sameontextas
—  (US€keay IteMiteq, CONtEXta) — past experiences of the sanseke,: for anothelitemea
in the sameontextas
—  (US€keas IteMea;, CONtEXtea) — pPast experiences of the sansek., for the samétem-
feat IN @NOtherconteXga:
» Experiences where the value of one feature is tihree snd the values of two features differ.
Three possible combinations are:
—  (US€keas iteMiea, CONtEXtea) — Past experiences of the sansek.,: for anothelitemea
in anothercontexia
—  (uSerieas iteMea, CONteEXtea) — Past experiences of anothuser., for the samétemea
in anothercontexia
—  (userieas iteMiea, CONtexta) — past experiences of anotheek., for anotheritemea
in the sameontextas
* Experiences where the values of all three featuresddferent. These experiences refer to
(userieay iteMieay CONteXtea) and represent past experiences of anatisek.,; for another

itemeat in anotheicontextat

Clearly, the first group of experiences is the mogiortant for UM mediation, as it provides past
evaluations of the target user for the requiredhite the relevant context. Such experiences re-
quire integration mechanisms for resolving possit@&erogeneities in the representations of fea-
ture values or experience evaluations to be appliee second group of experiences (with one
feature different from the required combinationjalso important for the mediation. These ex-
periences represent past evaluations, where thiesalf two out of three features match the val-
ues of the features in the new experience. Indhse, the mediation requires applying inference
mechanisms for identifying the relationships betvdee different values of the feature that dif-

fers and projecting the available evaluations dnéonew experience.

In the third group of experiences, the values a¥ tut of three features are different, and only

one feature matches the values of a feature imeélaeexperience. Hence, mediation of such ex-
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periences requires applying more complicated im@emechanisms (e.g., several consecutive
inferences similar to the inferences from the pyesigroup of experiences, where the value of
only one of the features was different). Althoubls tuser modeling information may be relevant

and may enrich the user modeling data in the tasgstem, applying complicated inference

mechanisms may degrade the original data represdytehe past experiences. Therefore, it is
not currently suggested that such experiencesbgillised in the mediation process. Obviously,
the situation is even worse for the fourth grougxyberiences, where the values of all three fea-
tures are different, and the mediation requiresehnference mechanisms to be applied. Hence,

these experiences are also not considered for twdat the moment.

In summary, two groups of experiences that maydmsidered as input for the mediation process
are: (1) experiences having the required valuealldhree features, and (2) experiences having
the required values of two features and a diffexahtie of one feature. Further analysis yields
four particular types of UM mediation over the @xitaware three-dimensional representation of

experiences.

The first type of mediation is conducted betweeneeiemces having the required values of all
three features, i.e., between heterogeneous repagieas of the same experience. Such media-
tion is referred to asross-representation mediation. The other three mediation types are re-
ferred to asross-dimension mediations. They are conducted over the experiences having the
required values of two features and a differentieaf one feature. This means that the values of
two out of three dimensions in the space are faxed the mediation is performed across the third

dimension.

Three types of cross-dimension mediations are plesgib) cross-user mediation, where the
values of item and context features are fixed dr@user in the experiences is allowed to be
modified; (2)cross-item mediation, where the values of user and context feature$>ad and
the item in the experiences is allowed to be medijfiand (3)cr oss-context mediation, where
the values of user and item features are fixedthaedontext in the experiences is allowed to be

modified.
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Fig. 5. Cross-Dimension Mediations: top-left — tieav experience to be predicted; top-right — experi-
ences imported at cross-user mediation; bottom-leftperiences imported at cross-item mediatioty; bo

tom-right — experiences imported at cross-conteediation

Figure 5 schematically illustrates the three cmissension mediations in a three-dimensional
space. The top-left chart represents only the ngyergence, i.e., a certain combination(o$er-

fear It€Meay, CONteXtay) features, where the user's future evaluation need® predicted. Three
other charts represent past experiences that cangweted at various types of cross-dimension
mediation: the top-right chart represents the @gpees imported at cross-user mediation, the
bottom-left represents the experiences importedr@gs-item mediation, and the bottom-right
represents the experiences imported at cross-dontediation. In all the charts, the black dot
represents the new experience, where the evaluageds to be predicted and the circles repre-
sent past experiences that are imported and inezhed the respective type of mediation. Note
that cross-representation mediation is not shovaplgcally in Figure 5. This type of mediation
can be considered as mediation conducted betwegmarierRces stored in a single cell of the three-
dimensional space, i.e., between the experienoesdsin the black dot representing the new ex-
perience. In the rest of this section, all fourgble types of UM mediation are extensively dis-

cussed.
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4.2.1 Cross-Representation Mediation

This mediation is aimed at resolving the heteroggneithe representations of the experiences of
the same user for the same item in the same comtegther words, it incorporates past experi-
ences of the same user for the same item in the santext, but expressed in different ways. For
example, consider the following representationhef $ame item, a movi€&bne with the Wirg

in two datasets: EachMovie [McJones 1997] and Momesl[Herlocker et al. 1999]. In Each-
Movie, it is classified as elassicmovie, while in MovieLens it is classified asleama, romance
andwar movie. In addition, a movie evaluation in EachMogi@ number betwedhandl, while

in MovielLens it is expressed by a number of starsb-star scale. To implement mediation be-

tween these two systems, the mediator should leetalmlope with such heterogeneities.

Hence, cross-representation mediation can be cemegichs an integration of user modeling data
between heterogeneous representations of the vafutege experience features. This means that
although different representations of the featuedsr to the same underlying objects, they are
expressed in different ways. As a result, the ntegias conducted between past experiences,
where the values of all the component®ke,;, iteMmea: and contexi,: IMply the same, but are
represented differently. This type of mediationiigded into two groups:

» Different representation afserkeq; iteMear andcontexkq: values. This mediation deals with a
situation where the representation of one (or sgyvef the experience components is hetero-
geneous. This means that althoughubereq;, itemear andcontexi,: are semantically identi-
cal and reflect the same user modeling data, ansefeeral) of them is (are) syntactically ex-
pressed in different ways. For example, collaboesfiltering systems represent an item using
its unique identifier only, while content-basedteyss represent the item using the set of its
features. This mediation requires applying inferemzehanisms identifying commonalities
and dependencies between various representati@esantically identicalsefea;, iteMea, OF
contexta: USing an external domain-specific knowledge batence, this variant of cross-
representation mediation is referred t@asss-technique mediatigBerkovsky et al. 2006b].

» Different representations of the evaluation valueghis mediation, the representations and

the values olisefes, iteMmear and contexis: features are identical, but the evaluations of the
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experiences are expressed in different ways,the.heterogeneity is in the representation of
the evaluations. For example, the target recomnmiesydgem represents the evaluation as a
discrete numeric rating on a scale betwgamd10. However, the remote system represents it
as positive or negative evaluation only. To overconneheterogeneity, there is a need to map
and reconcile the evaluation representation vabetween the two scales. This case is sepa-
rated from the previous one since overcoming therbgeneity of feature representations is

considered a more complicated task than the magy@tween the evaluation scales.

4.2.2 Cross-Usar Mediation

Although the term mediation is not explicitly menmted in collaborative filtering recommender
systems, cross-user mediation and inference agtoatistitute the basis of this popular recom-
mendation technology [Herlocker et al. 1999]. Cutleative filtering is based on the assumption
that people with similar tastes (i.e., people wgeead in the past) will prefer similar items (i.e.,
will agree in the future) [Shardanand and Maes 199§ in a simplistic view, collaborative fil-
tering recommends items liked by similar uéels order to generate a recommendation, collabo-
rative filtering systems initially create a neighihood of users with the highest level of similarity
to the active user, and then generate a recommendat integrating the ratings of these users.
Hence, this process can be considered as a cres#terence, or a particular case of cross-user
mediation, where the mediated user modeling daaler ratings of similar users. In addition,
other variants of cross-user inference are apptiestveral existing recommendation techniques,
e.g., demographic filtering [Krulwich 1997], collafative by content recommendations [Pazzani

1999], and some hybrid approaches [Vozalis and ktirg 2004].

It should be noted that the existing implementatiohcross-user mediation in the state-of-the-art
recommender systems mostly ignore the context-aneaseissue. This means that they project the
collected experiences onto the two-dimensionalesgmtatiorR'yen, NOt reflecting the contextual
conditions of the experience. Hence, these recordaresystems apply inference mechanisms
assuming that the collected experiences were reddiat the same contextual conditions. Thus,
the prediction of the new experience evaluation lmamconsidered as an inference process incor-
porating past experiences of other users for theesgem in the same, actualipdefined con-

text, i.e., the prediction generation process i® guoss-user inference.

4 The reader is referred to [Helocker et al. 1999140 discussion on collaborative filtering simitgnnetrics.
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4.2.3 Cross-ltem and Cross-Domain Mediation

Cross-item mediation is also applied in various#xg recommendation techniques, such as con-
tent-based filtering [Morita and Shinoda 1994]mtéo-item collaborative filtering [Sarwar et al.
2001], utility-based recommendations [Manouselid &ampson 2004], and in some hybrid ap-
proaches [Pazzani 1999]. In general, these techaigasume that the similarity of items may also
be used for providing personalized recommendatic®sjtems which are similar to the items the
users liked in the past should be recommendedeaaidiers (most cross-user similarity metrics

discussed in [Herlocker et al. 1999] may be appisd for computing cross-item similarity).

In these practical systems, the context-awarersss® iis also mostly ignored. The collected ex-
periences are represented using the two-dimensiepatsentatiofR'yen, Such that the collected
experiences are considered as if they were recardéte same contextual conditions. Thus, the
prediction of the new experience evaluation cacdiesidered as the result of an inference proc-
ess, incorporating past experiences of the samefarsether items in the same, actualigde-
fined context. This means that the recommendation geoerarocess is performed through

cross-item inference.

To conduct cross-item mediation, the similarity &ms (or, relationships between the items)
should be defined for any arbitrary pair of itetdswever, not for any pair of items can the simi-
larity be easily defined. For example, in item4@an collaborative filtering [Sarwar et al. 2001],

cross-item similarity is computed by means of uséings to items. In this case, computation of
the similarity between two items requires the iteambe rated by a non-empty set of overlapping
users. This requirement may be too strong for spatgggs matrices. Moreover, in many condi-
tions, the available past experiences do not naggseeflect the user's evaluation for an individ-

ual item, but rather for a generalized group (degary) of items. For example, a user may ex-
press his opinion not on a single movie, but oemrg of movies, or on movies directed by a cer-

tain director.

Hence, in a broader view, the individual items nee8le grouped. This allows a more complex
type of mediation to be applied, incorporating #valuations of past experiences for a general-
ized group of items [Mehta et al. 2005a]. Genenadjzndividual items into groups and domains

and then exploiting cross-domain dependencies afedences introduces the issue oobss-
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domain mediation, where the evaluation of the new experience fgereralized group of items
from a certain domain is inferred from past experes for items in other domains [Berkovsky et
al. 2007a]. In this sense, cross-domain mediataonle considered as a mediation incorporating
past experiences of the same user in the samextaaiteonditions, but for another generalized

group of items.

4.2.4 Cross-Context Mediation

The issue of cross-context mediation is a new reledirection in user modeling. Such media-
tion is based on context-aware representation efettperiences, and its goal is to predict the
evaluations of the new experiences in a given sbniging past experiences in other contextual
conditions [Berkovsky et al. 2006c]. This means @raiss-context mediation incorporates past
experiences of the same user for the same iterther contextual conditions. For example, it can
predict future evaluation for an item by a usethaeveninggiven past evaluation of the same
user for the same item in tmeorning or, it can predict future evaluation for an itbya user

when accompanied by a group of friends given pealuations of the same user for the same

item when accompanied by a parent.

Since the state-of-the-art recommender systemslyrigabre the context-awareness aspect and

are not capable of providing context-aware recongatons, this type of mediation requires the

definition of various novel cross-context reasonmgchanisms. Two simple mechanisms, ex-
ploiting semantically enhanced OWL [McGuinness aad Harmelen 2004] representations of

USEkeas It€Mear andcontexia, Were discussed in [Berkovsky et al. 2006c]:

* Rule-Based Reasoning. This reasoning mechanism exploits the semantieshanced rep-
resentations of the experience components for thipoges of defining a set of reasoning
rules that exploit the relationships between tHaesof the features. For example, consider a
semantic representation of times of day, and aoreag rule defining that user's preferences
regarding a certain item (e.g., stocks news refott)eeveningare opposite to preferences in
themorning Or, consider another rule based on the same semepresentation of times of
day, which defines a projection of user's prefeesnat4PM onto a more generalfternoon
time period. Applying these rules facilitates théerence of the required user modeling data

across various contextual conditions.

63



* Similarity-Based Reasoning. This reasoning mechanism exploits the semantieshanced
representations of the experience components éoptinposes of defining an explicit similar-
ity metric, capable of computing the similarity Wwetn any arbitrary pair of contextual condi-
tions. For example, such metric may express siityilaetween Tuesday and Wednesday as
mid-week days and dissimilarity between Tuesday Sudday as mid-week and week-end
days. Such cross-context similarity metric allovasious adaptation rules to be derived, simi-
lar to the rules used in Case-Based Reasoning [Aamrud Plaza 1994; Ricci et al. 2006b;
Ricci et al. 2006c], and facilitates reuse of thaleations of past experiences. For example,
this can be done by a collaborative-like weightgdragation of the evaluations of past ex-

periences of the same user for the same item iitesioontextual conditions.

Comparing the above discussed rule-based and sipiteased reasoning approaches shows that,
on the one hand, rule-based reasoning may prodoce accurate user modeling data, as the rea-
soning rules are typically defined by domain expe@n the other hand, defining and updating
the inference rules in today's highly dynamic infation world may hamper the scalability of the
mediation process. Conversely, the typical scerfarigimilarity-based reasoning is fully autono-
mous and therefore gives a more flexible medigpimtess. However, similarity-based reasoning
requires a large number of past experiences tostraptthe reasoning process. Other machine

learning approaches can be considered for thisoserp
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Part 3:

Experimental Evaluation
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Chapter 5. Cross-Representation Mediation of User Modeling
Data

The main goal of the UM mediation is to acquire Udddected by other recommender systems,

and to convert and consolidate them into a sindgle Bk needed by the target recommender sys-

tem. Earlier analysis yielded the definitionexfperienceas the core user modeling data represen-
tation unit, referring to the connection of threenponentsuser, item, andcontext Based on this
representation, there are four groups of expergetitat may be valuable for the mediation proc-
ess:

» Experiences of the same user for the same itemeigdme context, where certain experience
components may be represented in different ways.

» Experiences differing only in one component. Thesdudte experiences of another user for
the same item in the same context, experienceseofdme user for another item in the same
context, and experiences of the same user forame stem in another context.

» Experiences differing in two components. These ireledperiences of the same user for an-
other item in another context, experiences of aratilser for the same item in another context,
and experiences of another user for another itetnersame context.

» Experiences where the values of all three comporseetdifferent, i.e., experiences of another

user for another item in another context.

This section deals with the first group of experesjd.e., experiences of the same user for the
same item in the same contextual conditions, whenee of the experience components may be
represented in different ways. Clearly, such exgpexes are the most valuable for the UM media-
tion, as they provide experiences of the target fmethe required item in the relevant context.
However, their mediation requires resolving possitéterogeneities in the representations of the
experience components, e.g., structural heterogenee of synonyms for description of the
same concept, or multilingualism [Bernstein and mMtel2004]. Hence, the mediation of such
experiences requires applying inference mechanisapgble of identifying the relationships be-
tween the heterogeneous representations of theiempe components and projecting the avail-
able user modeling data for generation of new regendations. This mediation is henceforth

referred to asross-representation mediation
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Specifically, this section focuses on a particijgre of cross-representation mediation from the
collaborative filtering to the content-based recagnaer system. In collaborative filtering sys-
tems, the UMs are represented by vectors of exphltings provided by the users on a set of
items managed by the system [Herlocker et al. 1998hversely, in content-based systems, the
items are represented by the values of featuresctesizing the items, and the UMs are typically
represented by weights of these features, repiagehe degree of the user's preference for these
features [Morita and Shinoda 1994]. Mediation betwéhese types of UMs requires the identifi-
cation of regularities among the features of pesiyi or negatively rated items, where the ratings
on the items are derived from the collaborativeefihg UM. As no item features are originally
stored by the collaborative filtering recommendetems, the features describing the rated items
should be extracted from an external domain knogdebase. Then, the user features are as-
signed numeric values depending on the ratingsngoyethe user, and a set of ratings in the col-
laborative filtering UM is generalized into the gbted list of features liked/disliked by the user,

as needed by the content-based UM.

The rest of this section is organized as follows:tiSa 5.1 describes the proposed approach to
cross-representation UM mediation and elaborateshenconversion of collaborative filtering
UMs to content-based UMs. Section 5.2 presentsctmelucted experimental evaluations and

discusses their results. Finally, Section 5.3 surires the section.

5.1 Collaborative Filtering to Content-Based Mediation

Collaborative filtering is probably one of the magidely used recommendation techniques. It
recognizes cross-user correlations and generatesnmendations for items by weighting the
opinions of similar users [Herlocker et al. 1998nce, a collaborative filtering algorithm is
typically partitioned into three general stage$:imilarity Computation: weighting all the users
with respect to their similarity with the activeendi.e., the user who requested the recommenda-
tion); (2) Neighborhood Formation: selecting adfethe most similar users for the recommenda-
tion generation; and (3) Recommendation Generatiomputing the recommendation by weight-
ing the ratings of the selected users on the redutem. In other words, collaborative filtering

systems recommend items that were liked in thelpasther users, similar to the active user.
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The input for the collaborative filtering is a matof users' ratings on a set of items managed by
the system. In this matrix, each row representsatiegs of a single user and each column repre-
sents the ratings on a single item. Thus, collabadtltering UMs are represented estings
vectors i.e., a fixed-size list of paildMce={i 1:r1, i2iro, ..., hirn}, Where every paikrg, corre-
sponds to a rating, provided explicitly by the user on an itegnIf a user's rating on an item is
not available then a specialill value is used. In fact, the UMs in collaboratiutefing systems
typically store ratings for only a very small subskthe items managed by the system. Moreover,
collaborative filtering systems typically do nobst any item- or user-related content features,

besides their unique identities.

Content-based filtering [Morita and Shinoda 199dilds personalized recommendations by tak-
ing as input: (1) a list of features describing thatents of the items in a given domain, possibly
weighted according to a predefined scale; (2) aob&teights assigned by the user to the above
list of features, possibly derived from the useatings on the items; and (3) the €edf available
items, which have not yet been rated by the user,the items that are candidates for the recom-
mendations. The output recommendation is a subs€t obntaining the items whose features
match the features that were preferred by the Uis@ther words, content-based systems recom-

mend items, similar to the items that were podiivated in the past by the active user.

Thus, in content-based recommender systems the Udlsepresented as a listMcg={f 1:w1,
fawo, ..., fiwn}, wherefy denotes one of the application domain featuresaaraknotes the level

of the user's preference regarding this featurshdiuld be noted that the information about a
user's preferences, which is contained in thegaton the items, is typically transferred into the
feature weights using various machine learningriegles, e.g., Winnow [Littlestone 1988], or
by computing the centroid of the feature-vectorespntation of the items liked by the user [Bill-
sus and Pazzani 2000]. Note the heterogeneity eofctimtent-based UM representation, as the
features of the items are typically largely dependen the application domain of the recom-
mender system. For example, features useful fousiamecommender system will not be very
useful for a travel recommender system, and vigsaveEven within the same application do-

main, the features may vary between one recommeyséem and another. Moreover, the repre-
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sentation of the user's preference may also vapsadifferent systems. For example, it may be

only a like/dislike expression or a numeric valegvween0 andl.

This section aims at developing a mediation mechamigpable of converting the collaborative
filtering UMs, represented by a set of ratings &xty given by a user, to content-based UMs,
represented by a set of content-related featuréghaeir corresponding weights. The rest of this
section describes the cross-representation UM rediapplied in the application domain of
movies. First, it presents the UM mediation meckamiand second, it discusses the details of the
content-based prediction mechanism fine-tuninghdugh the following discussion focuses on
the domain of movies, it should be stressed ttaptbposed mediation approach can be applied

in a similar manner also for other application domsa

5.1.1 User Models Conversion and Content-Based Recommendations

For the movies domain, a collaborative filtering Wdmprises a set of movies and their respec-
tive ratings, explicitly provided by the user. Fexample, consider the following sample
UMce={"The Lord of The Rings”:1, “The Matrix”:0.8, “Psycl™:0.2, “Friday the 13th":0,
“Star Wars”:0.9, “The Nightmare on the Elm Street’D, “Alien”:0.9} , where the movie rat-
ings are given on a continuous numeric scale rgnigetweerD andl1. Although this collabora-
tive filtering UM represents the user with a setaifngs only, it can easily be recognized that the
user likes science-fiction movies, and dislikesrbomovies. Hence, the content-based UM of
this user may b&Mcg={science-fiction:0.9, horror:0.1}where the genre weights are computed
as an average of the ratings given on the movas this genre. Similarly as for the genres, the
weights of other features of the movies (e.qg.,dales, producers and actors) can also be com-
puted using the ratings of movies, which includefdatures. This process will be fully illustrated

in the rest of this section.

To handle the translation of collaborative UMs intmtent-based UMs, a rich movie knowledge
base is needed, from which the features of the @spwuch as the lists of genres, actors, direc-
tors, and so forth, can be extracted. In this warkpffline version of the IMDb movie database
[IMDb 2007] was downloaded from the Web and serasdhe translation knowledge base. The
IMDb provides movie information from9 feature categories, such @snres actors directors

writers, cinematographerscomposerskeywords languages and many others. For the sake of
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simplicity, only 7 feature categories were initially extracted irstiiork: genres keywords ac-
tors, actressesdirectors production countrieandlanguages as these categories seem to have

the strongest effect on the user's decision irc8elg seeing, and rating a movie [Tintarev 2007].

Conversion of collaborative filtering UMs to contdrased UMSs receives the user's ratings vector
as input. It should be stressed that a certain nameing assigned by a user to a movie is not an
objective, but rather a subjective, i.e., relathaue, depending on the user's expression style,
emotional characteristics, and so forth. For examgbnsider two ratings & one provided by a
user, whose average ratingZisand another provided by a user whose averadeGearly, the
former is an expression of a positive opinion, whiie latter is of a negative opinion. Hence, the
values of the ratings should be normalized in otdexliminate the effect of users' individual ten-
dencies of expression. This is done by subtractiegaiverage rating of the user from the values
of each one of the provided ratings:

= ri—Tay
wherer; denotes the original value of the rating on thevima'; denotes the normalized rating,
andr,, denotes the average rating of the user computed all/the available ratings provided
earlier by this user. Hence, when a movie is assignrating above the user's average rating, it is
treated as a positive rating. Conversely, when gienis assigned a rating under the user's aver-

age rating, it is treated as a negative rating.

The main assumption behind the collaborative fitigtio content-based UM mediation is that the
users' ratings for the movies implicitly reflecethpreferences regarding certain features of the
movie, such as movie genre, director, or actorsvéd@r, a single rating cannot reliably deter-
mine the exact set of features of the movie whieh @eferred by the user. Hence, the rating
given by the user is projected onto all the feawkthe movie. This means that for each movie
rating in the collaborative filtering UM, the listdé the movie features from the aboXeategories

are extracted from the IMDb and the weights offdegures are updated according to the normal-
ized movie rating';. In other words, the weights of all the actors dinéctors involved in the
movie (and in a similar way, of all the featuresnfirthe rest of the categories) are updated accord-
ing to the normalized movie ratimy. The exact way to update the feature weights velide-

scribed later in this section.
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For example, consider a ratifi§tar Wars”:0.9, given by a user whose average ratin@.8
Clearly, this is a positive rating and the normedizalue of such rating 3. According to the
data extracted from the IMDD, tlyenresof “Star Wars” areaction, adventurefantasyandsci-
ence-fiction Thus, the existing weights of these four featumes updated accordingly, i.e., in-
creased by a positive rating @f3. If the weight of one of the features is unknowmns assigned
the normalized value of a rating. Similarly to thm®vie genres also the weights of the movie
director George Lucasof all theactors and actresses involved in the movie, and othalldther

features are increased B)B.

Inherently, the weights of the frequently occurriegtures are higher than the weights of the in-
frequent features. In order to balance the stromgkrence of the frequently occurring features,
the frequency of each feature (i.e., the numbenavies rated by the user and including the fea-
ture) is recorded. Hence, in the abd®&ar Wars” example, the frequency of the above four
movie genres, folGeorge Lucasand of all the actors and other movie featuresdseased by

one.

One could hypothesize that using the normalizedienmting to increase the weights of all the
features of the movie could be inaccurate, as thgvation for the user's positive evaluation of
the movie should reside on a subset of the fegtuees some of the movie features may not be
related to the value of the rating. However, tiiswidd be balanced by the fact that the collabora-
tive filtering UM typically comprises a large numbef ratings. Hence, the features that are not
preferred by the user will be assigned in some gwpDsitive ratings and in some movies nega-
tive, i.e., their overall rating will be neutralo@versely, strongly liked (or disliked) featuredlwi
consistently get positive (or negative) ratingsg aéimerefore their overall weight will be easily

recognized.

After the content-based UM is generated, the userddeled as a set of weigisa , ..., W}

for k features available in the categories, and the corresponding feature fredqee{c), ...,
Cigo}. The exact value df depends on the number of movies rated by thearskthe number of
features available for these movies in the abbwategories. For example, the number of features
available for*Star Wars” in the abover categories i213 whereas fofPsycho” it is only 116

Clearly, the overall number of features will incgeawith the number of movies rated by a user.
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Given a moviem, which has not yet been rated by the user, a getlrating fom s then gener-
ated by (1) extracting all the relevant featuresnégfom the IMDb, and (2) computing the movie
recommendation as a weighted average of the weidtite features that are both in the content-
based UM and in the movie description:

WG

predictior( m) = FFUE™
iDF(u)mF(m)CI
In this formulaF(u) denotes the set of features in the content-blE#&cnd F(m) denotes the set
of features in the movie model. If the system sdiaetommend only one movie, then a separate
recommendation is generated for every movie andritveie with the highest predicted rating is
recommended to the user. If a set of movies shibelltecommended, then the movies are sorted
according to their predicted values and dthe value oiN depends on the system constraints)

are recommended to the user.

Note that the recommendations are generated babtsg an content-based UM, which is derived
from the original collaborative filtering UM. As eh, the prediction mechanism is capable of
building content-based recommendations regardlésheonumber of ratings available for the
given movie. Hence, being a pure content-basechre@ndation approach, the proposed media-
tion allows resolving th@ew item probleniMcNee et al. 2003], typical of the collaboratifiie
tering recommender systems, where accurate recodatiens for an item cannot be generated
unless the system obtains a sufficient number toigs on this item. Nevertheless, being a pure
content-based recommendation approach, it suffems the well-knownserendipity problem
[McNee et al. 2006], typical to content-based rec@mnder systems, where a system can recom-
mend only movies that are similar to the moviesay rated by the user and cannot provide 'sur-
prising' recommendations for new types of moviesnt¢ the serendipity of the generated rec-
ommendations largely depends on the exact simyilfuitction implemented by the above dis-

cussed rating prediction mechanism.

5.1.2 Fine-Tuning of the Prediction M echanism

Although the proposed mechanism is capable of géingrrecommendations regardless of the
number of available ratings on a movie, it mayauffom instability (i.e., undesired fluctuations

effected by minor factors). Since the IMDb contamn$arge amount of content information for
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each movie, content-based UMs built from collabeeatUMs containing only a few ratings al-
ready include thousands of features. When the nuof@ted movies in the collaborative filter-
ing UM increases, the overall number of featuresha generated content-based UM increases
with a higher order of magnitude. Some of theséufea may be important as they really reflect
user's preferences, while some may be irrelevaninpisy features, which hamper the accuracy
of the generated recommendations. Two issues slo@utésolved in order to improve the accu-
racy of the generated recommendations: (1) ideatibn of features that insert noise into and
hamper the accuracy of the prediction mechanismd, strould be ignored by the prediction
mechanism, and (2) identification of categoriedeattures that are important for the recommen-

dation generation.

The first issue deals with determining the imparf@atures that should be taken into account by

the prediction mechanism and the noisy featuresshauld be ignored. Clearly, for a content-

based UM containing tens thousands of featurest nfabe features are irrelevant to the user's

rating on a movie. Although the content-based renendations are generated as a weighted av-
erage of the weights of the features in the moesgcdption, a large number of such irrelevant

features may become a dominant facteershadowinghe important features and hampering the

accuracy of the generated recommendations. Twgaags of irrelevant features should be dis-

tinguished:

» Low-frequency featureFhese are features that have a small numberair@nces; among
the movies rated by the user. In the domain of emuihese features typically represent extra
actors or actors playing marginal roles in the rasviAlthough their frequency (i.e., also their
weight in the weighted average in the rating recemaation) is low, the number of such fea-
tures increases quickly with the number of ratedsiein the collaborative filtering UM.
Hence, a large number of such features may outwbighmportant features and hamper the
accuracy of the generated recommendations.

* Neutral featuresThese are the features, to which the user idf@mdnt, i.e., features of no
special importance to the user's rating on a ma\sethe user is indifferent to the neutral fea-
tures, they are sometimes assigned positive an@tsoes negative values. Hence, when the
content-based UM is generated, the weighdf the neutral features is supposed to be close to

0, regardless of their frequency Similarly to the low-frequency features, althougk weight
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of the neutral features is low, a large numberughsfeatures may outweigh the important fea-

tures and hamper the accuracy of the generatecthreeadations.

To minimize the impact of the above two types oélavant features, two thresholds were de-
fined. Themin-occursthreshold denotes the minimal frequecyf a feature, for which the fea-
ture is taken into account by the prediction me@@ranit is designed to eliminate the influence of
the low-frequencyfeatures by considering only the features whosquiency is above thain-
occursthreshold. Theonffeature denotes the minimal absolute value ofatbight of a feature,
for which the feature is taken into account by pinediction mechanism and reflects the confi-
dence in the user's preference of a feature.dessgned to eliminate the influence of the neutral
featuresby considering only the features, where the albsotalue of the feature weight is above

the min-occursthreshold.

The second issue deals with determining the impofature categories, and it can be resolved
using a feature selection approach [Kohavi and J#9V]. Feature selection is defined as fol-
lows: "given an inducerand a datas® with a set of featurel(y, Xy, ..., Xn}, an optimal feature
subset{Xi1, Xz, ..., Xim}, Wherem< nis a subset of the features such that the accufaitye in-
duced classifiet(D) using this set of features is maximal”. In oure;abke inducet is the con-
tent-based prediction mechanism dnhds the IMDb withn=7 feature categoriegienres key-

words actors actressesdirectors production countriesndlanguages

Most of the feature categories contain a large rernolb possible features. Therefore, instead of
addressing the problem of selecting independenéybest features from each category, this work
focuses on the selection of relevant categorigeatires. In other words, the search process is
limited to a subset of all the possible subseteatures, where the features from a certain feature
category are either all present or all absent. @dsc motivation for such simplification is the

large number of features, here more tb&r0DOQ which makes a full search of the best features
subset practically infeasible. Hence, the goaheffeature selection is to select the feature cate-
gories that should be taken into account by theertrbased prediction mechanism for the rec-

ommendation generation, while ignoring the otheéegaries.
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The wrapper feature selection approach [Kohavi doloh 1997] conducts the selection as an
automated search in the space of states, whereststehconsists af=7 bits, representing a cer-
tain combination of categories that are taken adoount for the recommendation generations.
For example, consider a stéaepresented bgenres=1 keywords=0 actors=1, actresses=1
directors=0 production countries=@ndlanguages=0This means that the categoriegehres
actors andactressesre taken into account, whikeywordsdirectors production countriegand
languages=0are ignored for the recommendation generationiti@isake of clarity, we keep the
above order of feature categories fixed and detiwestates by their respective binary vectors,
e.g.,S=(1,0,1,1,0,0,0)Figure 6 shows the search spacerfeB as a tree of states, where the

edges indicate insertion or deletion of a certaatire category.

Fig. 6. Feature Selection Search Space

As can be seen, the size of the search spa@¢$ states. The goal of the search is to find the
state having the greatest inducer evaluation acguia., the greatest generated recommenda-
tions accuracy. Since the size of the search spa@€") and the task of evaluating the accuracy
of the recommendations in each state is relatieglyensive, applying an exhaustive search is
impractical. Hence, a heuristic search over theesmd states is applied. In this work, the hill-
climbing, relatively simple greedy search algoritivas applied [Russell and Norvig 1995]. The

pseudo-code shown in Figure 7 describes the stddbe hill-climbing heuristic search:

Hll-clinbing (Initial-state s, Evaluation-function eval)
(2) let vV=s

(2) expand V: generate all v's children states

(3) compute eval(w) for each child wof v

(4) let v'= the child w with the highest eval(w)

(5) if eval(v)>eval(v)

(6) v=v'

(7) goto (2)

(8) return %

Fig. 7. Hill-Climbing Heuristic Search for the Fae¢ Selection
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The algorithm starts with the initial search staggresenting the initial combination of features
categories, as the current node (stigdt then expands the current node by generatsghil-
dren states, i.e., by either adding or removingufeacategories (stag®, and evaluates each one
of the children states by computing the accurachefrecommendations for the respective com-
bination of features categories (sta&yeThen, the child state with the highest evaluatialue is
chosen as the current state (stdgeand the algorithm iteratively repeats the stagjebe current
state expansion and child evaluation until the watédn values of the current state improve
(stagesb-7). Finally, the algorithm returns the state witle thighest evaluation value, i.e., the
combination of feature categories, where the acgucd the generated recommendations was

maximal (stage).

Hence, the prediction mechanism is modified to iak@ account only the features, from the cate-
gories selected by the feature selection, whicluoet leastmin-occurstimes in the content-
based UM, and whose weight is abownrf or under-conf Since a feature weight; heavily
depends on the frequency of the featurghigher frequency allows a greater weight to beuac
mulated), thenormalized weighof the featuremorm-w is computed by dividing the weight of a
featurew; by its frequency;. The pseudo-code shown in Figure 8 describesdtaslsl of the fine-
tuned recommendation generation process:

Reconmend ( Cont ent - based-UM u, set-of-novies M

(1) foreach mJM
(2) retrieve F(m) =set of = mfeatures from the categories
chosen by the feature selecti on
(3) foreach j OF(m)
4 if j OF(u) AND [norm-w [>conf AND c,>min-occurs
(5) take j into account for recommendation of rating(m)
(6) compute rating(m)
(7) return mwith maximal predicted rating(m)

Fig. 8. Fine-Tuned Content-Based Recommendatioreaéon

The goal of the above algorithm is to recommencbaienamong a set of potentially recommend-
able movies. Hence, it generates separate ratcgmaendation for each one of the movies
(stagel). For this, the set of movie features from theegaties chosen by the feature selection is
extracted from the IMDb, and the weights of thesstdres (if present) in the content-based UM
are determined (stag®. Each one of the features is taken into accowrihé prediction mecha-

nism only if its frequency; is above themin-occursthreshold and the absolute value of its nor-

malized weighfw; | is above theonfthreshold (stag8-5). Finally, the predicted rating of each
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recommendable movie is computed (stégand the movie with the highest predicted ratiisgs

recommended to the user (staye

It should be noted that the proposed predictionhaeism assigns equal weights to the features
from different categories and incorporates no aaludt weighting factor that reflects the impor-
tance of a certain category for the user. Howeves, not uncommon that several categories are
the most important criteria influencing a usertngaon a movie. For example director of the
movie may be very important for the user, while dloéors actressesand the rest of the feature
categories may be less important. Hence, dinectors category should be assigned a greater
weight than the rest of the categories. Moreovergal-life situations, the user's ratings may de-
pend on a certain combination of features from d\ategories. For example, the user may like
science-fictiormovies, directed b%eorge Lucasnd dislikeadventuremovies directed by him,
or even likescience-fictiormovies inEnglishdirected byGeorge Lucasn theUSAbetweenl 975
and1980only.

Although the above discussion highlights the imgace of the category weighting and discover-
ing the dependencies between various featuregutient section focuses on the task of feature
categories selection. This restriction is reasanabince after the categories selection is com-
pleted, the fine-grained weights of the specifiatdees within the categories are computed. The

other weighting issues remain beyond the scopki®frork.

5.2 Experimental Evaluation

The above collaborative to content-based mediaifddMs was tested on the publicly available
EachMovie dataset [McJones 1997]. EachMovie is kaloorative filtering dataset, storing
2,811,983ratings of72,916users orl,628 movies. The ratings are given on a discrete duoale
tweenO and1l, such that the possible ratings r@, 0.2, 0.4, 0.6, 0.8 and1.0. In addition, Each-
Movie provides for every movie a URL to the movisdription in the IMDb. Some of the URLs
were outdated or invalid, such that in the expentaleevaluation we could use only a set of
1,529movies, whose URLs were identified as valid in tld®b. For this set of movies, we iden-

tified a set o#47,988users who rated more thaf movies, such that the variance of their ratings
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is not O (i.e., not all their ratings are identical). Heneee obtained an overall number of

2,667,605atings, producing a relatively sparse datasdt wilensity 08.64%

We analyzed the distribution of users in the dataseording to the number of movies rated by
them. For this, we partitioned all the availablerssinto13 groups, where the numbers of rated
movies are: fewer tha@b, 26 to 50, 51 to 75, 76 to 100, ... , 201to 225 226to 250, 251 to 300,

301 to 500 and over 500 movies. Table 3 shows the distributibthe number of rated movies
among the users. As can be clearly seen from Tabteost of the users in the dataset rated a rela-
tively low number of movies. For examplé4.83% of the users rated fewer th& movies,
78.4% of the users rated fewer thd@® movies, and5.92%of the users rated fewer tha00

movies.

Table 3. Distribution of Ratings among the Userthim Dataset

fewer 26 51 76 | 101 | 126 | 151 | 176 | 201 | 226 | 251 | 301
rated than to to to to to to | to | to | to | to | to | over
movies 25 50 75 | 100 | 125 | 150 | 175 | 200 | 225 | 250 | 300 | 500 | 500

2;*;“;92 17,321| 13.788| 6,514/ 3,609| 2,302/ 1,349| 887 | 609| 441 327 358 436 4T
% of us- N
oo | 36.09| 2873 135[7.52| 4.80| 281 1.851.27|0.92|068|0.75| 0.91/0.098

For the collaborative filtering to content-baseddm&on of UMs, we used an offline version of
the IMDb dataset. Although the IMDb provides mowiormation from49 feature categories, in
this section the conversion mechanism was redtritieonly 7 feature categoriegienres key-
words actors actressesdirectors production countrieandlanguagesWe believe the features
from these categories have the strongest effeth@miser's decision when selecting and rating a

movie.

To analyze the statistical properties of variowsdee categories, we computed for each category
the overall number of features that occur in thecdptions of the abové,529movies. Table 4

shows the number of features in every feature oayeg

Table 4. Number of Features in Features Categories

category genres |keywords| actors | actresses | directors | countries |languages
number 24 8,993 | 29543 14,139 1,111 60 73
of features

5Many feature categories, suchvariters, composersawardsand others, were left out in this evaluation.
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Typically, a movie belongs to sevemgnres production countriesand languages Hence, the
overall number of features in these categorie®letively small. Conversely, as the number of
keywords actors actressesanddirectors for every movie may be high, the overall number of

features in these categories is significantly highe

The first part of the experiments (i.e., fine-tupiof the thresholds and the feature selection) was
conducted on a smaller dataset, henceforth reféored the=T set. TheFT set is a fixed set of
1,000users who rated at leadd0 movies, where every user rated on avetgfe94movies. For
each user in thET set,90% of the ratings were defined as the training sedttae remainind.0%

as the test set, such that the training and testanges of the experiments using Eleset were
conducted on completely disjoint sets. The ratimgshe training set served as input for the col-
laborative filtering to content-based UMs convemsimechanism. Then, the generated content-
based UM was used for generating pure content-baseinmendations for all the items in the
user test set. Hence, the overall number of theergéed recommendations in the experiments
conducted over the FT set wHs,894

The accuracy of the generated content-based recodatiens was evaluated using the com-

monly used MAE metric [Herlocker et al. 2004]:

> ip-r
MAE=&—
N

whereN denotes the overall number of the generated re@ndationsp; denotes the computed

andr; denotes the real value of the rating for the ibertihe recommendation number

Note that the results of the ratings recommendat@nputation could be an arbitrary real num-
ber betweenl andl, whereas the ratings in EachMovie dataset areadesgalues betweedhand
1. To allow correct computation of the MAE, the ng in EachMovie were re-mapped to the
required range betweetl and1: ratings of0.0 were converted tel, ratings of0.2 were con-

verted to-0.6, ... , ratings oD.8 were converted toG:6 and ratings ol remained unchanged.

5.2.1 Feature Selection and Setting the Thresholds

The aim of the first set of experiments was to-funee the prediction mechanism and it consisted

of two tasks: (1) selecting the most appropriateies for theconf andmin-occursthresholds to
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filter accurately the irrelevant features that hawainor or wrong effect on the user's rating on a
movie, and (2) applying the feature selection wes@gpproach for selecting the feature categories

that should be taken into account by the prediati@chanism.

The goal of the first fine-tuning task was to detere the most appropriate values for domnf
and min-occursthresholds. Since the two thresholds are independe determine their most
appropriate values, one of the thresholds wasosatconstant value, while the values of the sec-
ond were gradually modified. For each value ofrttaified threshold, we used tR& set, where
the 90% training set served as input for the collaborafiltering to content-based UMs conver-
sion mechanism. Then, the generated content-babtdviére used for generating pure content-
based recommendations for the items from1iD% test sets. For each value of tenfandmin-
occursthresholds, the accuracy of the recommendatioing tise given threshold values was also

evaluated using the MAE metric [Herlocker et al02PD

To find the most appropriate value of ttmnfthreshold, thenin-occursthreshold was set tmin-
occurs=1movies for all the categories (i.e., a featureutthoccur at least ith movie rated by the
user), and the values ocbnfthreshold (i.e., the minimal absolute value of\weeght of a feature,
for which the feature is taken into account byghediction mechanism) were gradually increased
from O to 0.5 To provide an initial indication of the differentlative importance of different
categories, the recommendations were generatedbinvays: (1) using all the availablefeature
categories, and (2) using orfliyfeature categories, i.e., using all the availaaleegories, exclud-
ing thekeywords We note that high values of tikenfthreshold reduce the number of features
taken into account by the content-based prediati@chanism. Hence, the predicted ratings for
certain movies cannot be computed. To check tliecebf theconfthreshold, for each value of
conf we computed the prediction rate, i.e., the pdeggnof movies whose ratings were success-
fully computed. Figure 9 illustrates the resultdlté experiments. The horizontal axis shows the
values of theconfthreshold, and the vertical shows the values e MAE and of the prediction
rate. The dotted curves show the prediction rateegaand the continuous ones the MAE. The
dark curves show the results based on all theablailcategories, while the light curves are based

on all the categories, excluding tkeyworddeatures.
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Fig. 9. MAE Values and Prediction Rate wenf Threshold

To understand the results of the experiment better,computed for every value of tlwenf
threshold the percentage of features that wemrddt. In other words, we divided the number of
features that were not considered by the prediatiechanism by the overall number of features
in the content-based UMs of the users inRiieset. Table 5 shows the percentage of filtered fea-
tures for various values of tlwenfthreshold.

Table 5. Percentage of Filtered Features for Var\alues ottonf Threshold
conf 00 | 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

5 -
% of filtered 0.0 | 28.94| 49.37 64.85{3 7497 83.68 88,96 92.73 95.13
features

The results clearly show that the MAE values ifiitialightly decreased with theonfthreshold,
and then started monotonically increasing. Theselt®can be explained by considering the data
presented in Table 5. The initial decrease of theEMs explained by the effect of the neutral
features on the accuracy of the recommendatiortbelfonf threshold i) and the neutral fea-
tures are not filtered, they insert noise into phmediction mechanism and the MAE is higher.
When theconf values started increasing, a high number of neteeatures was filtered (e.qg.,
28.94%0f features were filtered faonf=0.050nly), and the MAE decreased. However, for even
higher values of theonf threshold, a very high number of neutral featuses filtered (e.g.,
74.97%of features were filtered famonf=0.2), and also the important features were filteresl.aA

result, the MAE values started increasing withabefthreshold.

As for the prediction rate, it monotonically desed with theconf threshold. This behavior is
explained by the observation that the number otrakteatures filtered from the content-based

UM monotonically increases with the values of tdoaf threshold, as clearly shown by Table 5.
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As a result of such filtering, the number of featuthat remain in the content-based UM de-
creases with theonfthreshold. This, in turn, decreases the numbdeatires that overlap be-
tween the UM and the model of the predicted mownig @aggravates the task of rating recommen-
dation generation. To reflect the importance ohlibe MAE and the prediction rategnf=0.025
was determined as the most appropraef value, since for this value the MAE is minimal and

the prediction rate is still high (ovér99.

We would like to stress the difference betweenekgerimental results including and excluding
the keywordsfeature category in the recommendation genergtioness. Both the metrics of the
MAE and of the prediction rate improved when Keywordsfeatures were taken into account.
This is a particular example motivating the featseéection and showing that tkeywordsfea-
ture category is an important category. It is bigmefwhen the prediction mechanism takes this
category into account, as it improves both the mayuof the recommendations and the number

of recommendations that can be successfully gesgetat the prediction mechanism.

As the most appropriate value ainf=0.025was determined, it was applied to choosing thetmos
appropriate value of thmin-occursthreshold (i.e., the minimal number of occurrencta fea-
ture, for which the feature is taken into accounthie prediction mechanisf)To do this, a simi-
lar methodology was used: the value of thafthreshold was set ©@.025 and the values of the
min-occursthreshold were gradually modified to determineriinest appropriate threshold value.
We used again theT set, and converted the ratings in 886 training set from the collaborative
filtering to content-based UMs. The generated aurbased UMs were used for generating pure
content-based recommendations for 1086 test set. The accuracy of the recommendationgusin

the given threshold values was evaluated usingyit8E metric.

We would like to stress that due to the differenicethe frequencies of the features (which, in
fact, depend on the category of the feature as showlable 4), a separat@n-occursthreshold
experiment was conducted for each feature categanyexample, the frequency of the feature
science-fictionin the genrescategory is significantly higher than the frequernd the feature
George Lucasn thedirectorscategory. This is explained by the fact that tbenber of features

within thegenrescategory, i.e.24, according to Table 4, is significantly smalleaththe number
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of features in thelirectors category, i.e.1,111 Since every movie typically belongs to several
genresand some are directed by a fdikectors the frequencies of thgenresfeature are signifi-
cantly higher than the frequencies of theectorsfeatures. Since no uniform scale for the possi-
ble frequencies of the features could be deriveic@enducted separate experiments for7thea-

ture categories.

To determine themin-occursthresholds for the categories, we assumed thathtlesholds are
independent. Hence, we isolated the effect ofntiveoccursthreshold in every feature category
by changing only one threshold in every experimeet, the values d out of 7 thresholds were
fixed to 0 and the values df threshold were gradually increased. The recomnientdawere
generated based on the features from all the ca¢ésgand the MAE values were computed as a
function of themin-occursthreshold. Figure 10 illustrates the results ef éxperiments for thé
feature categories. Note that due to the diffeseates of the feature frequencies, thie-occurs
threshold values are represented in Figure 10 lbyive (percentage) and not absolute (numeric)
values. Hence, in all the charts, the horizontas akows the percentage threshold of the rated
movies in the collaborative filtering UM containitige given feature category, while the vertical

shows the values of the MAE.

As can be clearly seen, for most feature categtinesmpact of thenin-occursthreshold is not

as strong as that of tleenfthreshold. However, two different tendencies, esponding to two
different types of feature category, can be obskméehe MAE behavior. In the first type, which
includes thegenres production countriemandlanguagescategories, the numbers of possible fea-
tures are relatively low2@ genres60 countries and3 languages). For this category, the MAE
values monotonically increase with then-occursthreshold. Thus, any feature from this category
is valuable and filtering features from this catggbampers the accuracy of the recommenda-

tions. Hence, the most appropriate value ofrtie-occursthreshold for this category s

6 In this experiment, the value of toenfthreshold was first determined, and then appleedHemin-occursthresh-
olds. Repeating the experiment in the opposite rofdetermining first themin-occursthresholds and applying
them for theconfthreshold) produced similar results.
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In the second type of category, which includes kbgwords actors actressesand directors
categories, the number of possible features isfgigntly higher 8,993keywords,29,543actors,
14,139 actresses andl,111 directors). For these categories, the MAE valustally decrease
with min-occurs i.e., the noisy features are being filtered. Ttappens until the most appropriate

values of themin-occursthreshold is reached. Afterwards, the MAE starnotonically increas-
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ing, due to the observation that for higher valokthe min-occursthreshold important features
are also being filtered. Table 6 summarizes thet mpgropriate values of thmin-occursthresh-

old for various feature categories:

Table 6. Values afin-occursThreshold for Various Features Categories

category genres | keywords| actors | actresses | directors | countries | languages
min-occur s (%) 0 16 1.6 0.6 0.4 0 0

Table 6 shows the minimal percentage of rated nsowidere a certain feature should occur in
order to be taken into account by the content-basediction mechanism. For example, consider
the actorsfeature category and a user who r&&@0 movies. Themin-occursthreshold ofl.6%
means that, if a certain actor participated i6% (or more) of movies rated by a user, i.e.8in
movies (or more), this actor will be taken into @act by the prediction mechanism, and other-
wise, he will be ignored. Note that for thenresfeature category, thmin-occursthreshold i<0.
This means that all the available features fromgiierescategory will be taken into account by

the prediction mechanism.

After the most appropriate values of tbenf and min-occursthresholds were determined, we
proceeded to the second task: selecting the featuegories that should be taken into account by
the prediction mechanism. To do this we implemerttexl wrapper feature selection approach
[Kohavi and John 1997] discussed above. The ing&grch state for the feature selection was
$=(0,0,0,0,0,0,0) That is, the algorithm started from an emptyc$deatures, where none of the
available7 features categoriegénres keywords actors actressesdirectors production coun-
tries and language$ was taken into account by the prediction mectanidence, the imple-
mented feature selection used forward selectiofeatires, i.e., the state expansions could only

contribute new feature categories that should kentinto account by the prediction mechanism.

The accuracy of the recommendations for every stakecomputed using the above describéd
set. The90%training set served as input for the collaborafilkering to content-based UMs con-
version. Then, the generated content-based UM wed for generating pure content-based rec-
ommendations for the items from th8% test sets. Note that for each state of the sespabe,
the content-based prediction mechanism took into@at only those feature categories that were

assignedL in the numeric vector representing the state,igndred the categories that were as-
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signedO in the vectof. The MAE metric [Herlocker et al. 2004] was useddvaluating the accu-

racy of the generated recommendations, i.e., faluating every state in the search space.

Execution of the wrapper feature selection yielttezlfollowing5 feature categories that should
be taken into account by the prediction mechanigemres keywords actors actressesanddi-
rectors This means that only th@oduction countriesandlanguagescategories were excluded
by the feature selection. To validate these reswisperformed the accuracy experiment (shown
later in Figure 11) in two configurations: (1) tagiinto account the features from @lfeature
categories, and (2) taking into account the featimem 5 feature categories, excluding theo-
duction countriesandlanguagescategories. The results showed that the accuratlyearecom-
mendations significantly improved as a result ef ibature selection. These results will be exten-

sively presented and discussed in Section 5.2.2.

The results of the wrapper feature selection erpant can be explained by an analysis of the
distribution of the features in the excluded catesgo In theproduction countriesategory, 1189
movies (i.e.,77.76% of the movies) are produced WSA whereas in théanguagescategory,
1367 movies (i.e.89.40%of the movies) are iknglishlanguage. Since the majority of movies
have only one feature valu&d$A or English within these feature categories, they are irrahev
for the vast majority of users, i.e., regardlesshef feature values within these categories some
movies are rated positively and some negativelyaAssultproduction countriegndlanguages
features do not affect users' ratings on the mamesthese feature categories were filtered by the

feature selection.

We hypothesize that, for certaimoh-USAand/ornon-English values of these feature categories,
running the feature selection would show that #&se feature categories are important, and can
potentially improve the accuracy of the recommeiodat However, because the vast majority of
movies that are stored in IMDb are produced inWlsA and inEnglish this aspect could not be
assessed. For example, for a user who litedmn movies, taking th@roduction countriexate-
gory into account (and, in particular the featliedy) would be extremely important. In fact, the

issue of weighting specific features within theecaltries is beyond the scope of this work.

7 Since the feature selection algorithm focusededecting the most important feature categoriesytiiees of both
min-occursandconfthresholds in this experiment were sedto
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5.2.2 Accuracy of the Recommendations

The selectedenres keywordsactors actressesanddirectorsfeature categories were taken into

account and the determinednf=0.025andmin-occursthresholds were applied in the second set
of experiments. These experiments were aimed apadny the accuracy of the recommenda-
tions generated using the original collaboratiteriing UMs and of the recommendations gener-

ated using the converted content-based UMs.

For this experiment, the users in the dataset paritioned intol2 groups of users, according to
the number of rated movies: fewer tHzi) 26 to 50, 51 to 75, 76 to 100, ... ,201to 225 226to

250 251to 300, and301to 500 movies. Then325 users were selected from each group, and the
collaborative filtering UM of each selected usersvpartitioned intd0% of the ratings training
set andL0% of the ratings test setThe ratings in the user's training sets wereidensd as their
collaborative filtering UMs, and in parallel, sedvas input for the collaborative filtering to con-

tent-based UMs conversion mechanism.

Then, two types of recommendations for the itemsckvwere rated in the test set, were gener-
ated: (1) pure collaborative filtering recommendasi based on the original collaborative filtering
UMs, and (2) pure content-based recommendationsdbas the converted content-based UMs.
The accuracy of the generated recommendations emapared using the MAE metric [Herlocker
et al. 2004]. Hence, for each group of users, ti&d&ENalues of the collaborative filtering and of
the content-based recommendations for all the usehe group were computed. Also we would
like to stress here that the training and testiages of the experiment were conducted on disjoint

sets.

To demonstrate the effect of the feature selectimh validate our assumption regarding its im-
portance for generating accurate recommendatioes;amputed the MAE of the content-based
recommendations in two ways:

» Using the originalZ feature categoriegienres keywordsactors actressesdirectors produc-

tion countriesandlanguagesThe results of this experiment are denoted irctieet by CB.

8 In the fine-tuning experiment, we selected E¥eset of1,000users that rated ov&00 movies. For the accuracy
experiment, we defineti2 other groups 0825 users, i.e., overaB,900users. Although there is some overlapping
between the new set and tRE set, it is partial and only for the groups of gsimat rated ovet00 movies.
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» Using the5 feature categories selected by the feature sefegenres keywords actors ac-
tressesanddirectors The results of this experiment are denoted irctteat by CBFS.
Figure 11 shows the MAE values. The horizontal agikects the number of users in a group, and

the vertical axis stands for the MAE values.
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Fig. 11. MAE Values of Content-Based (with and withfeature selection) and
Collaborative Filtering Recommendations vs. Memof Rated Movies in the UMs

Comparison of the MAE values of the content-basmdmmendations using the origirvafea-

ture categories and of the recommendations usegéehecte®d categories shows that the latter
recommendations (using the feature selection) gyeaatperform the former (without the feature
selection). The result is statistically significapt1.26E-06 This observation stresses the effect
of the feature selection and practically provesnitportance in the collaborative filtering to con-
tent-based UMs mediation. Hence, in the followimglgsis of the experimental results we will

refer mainly to the content-based recommendatisimgyihe selectefl feature categories.

The chart shows that the MAE of the content-bassdmmendations for the UMs containing
fewer than50 movies is relatively low0.159for the selecte® feature categories (artd169for

the original7 categories). We hypothesize that this is explaimethe observation that for a low
number of rated movies in the collaborative filbgriUMs, it is easy to determine the important
content-based features and to compute their weagtasrately, while the number of neutral fea-
tures is still low, and they do not dominate in teeommendations generation. For larger col-
laborative filtering UMs, betweeB0 and100 movies, the MAE values of the content-based rec-
ommendations increase linearly with the numberatéd movies. We hypothesize that this hap-

pens due to a larger number of neutral featurdsieimcing the predicted ratings computation and
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hampering the accuracy of the generated recommendaftinally, for the collaborative filtering
UMs with over100 rated movies, the MAE values stabilizes at appnately 0.20 for the se-

lected5 feature categories (and@®e2for the original7 categories).

We would like to stress that for most of the grotips prediction rate is ové).99 (except the

group of less tha@5 movies, where it i9.97). High prediction rate values hold for both corten
based recommendations using the origihtature categories and for the recommendatiomgusi
the selected categories. This means that recommendation valaede successfully computed

for almost every movie.

Comparison of the MAE values of the content-basedi @llaborative recommendations shows
that for the groups of users that rated fewer ffamovies (or, fewer thaB0 movies for the ex-
periment without the feature selection) in the alodirative filtering UMs, content-based recom-
mendation based on the converted artificial UMsperforms collaborative recommendations
based on the original UMs. According to the Tab)e/84% of the users in the dataset rated
fewer than75 movies (and, for the results of the experimenhauit the feature selectio64.83%

of the users rated fewer th&0 movies). Thus, improving the accuracy of the rec@ndations

for these groups of users is extremely importane B the new user problem, the accuracy of the
collaborative filtering recommendations for thigesiof UMs is relatively low. Hence, mediation
from the collaborative filtering UMs to the contdrdsed UMs and further generation of pure

content-based recommendations provide a solidnaltee technique.

For users who rated a larger number of moviesarctilaborative filtering UMs, the accuracy of
the collaborative filtering recommendations outperfs the accuracy of the content-based rec-
ommendations. However, the difference in the MAEeigtively small. Hence, we hypothesize
that applying more accurate weighting mechanisnts discovering the dependencies between
specific features may improve the accuracy of th@ent-based recommendations also for larger
UMs.

Finally, we would like to compare the results o flast experiment with the results of a similar
experiment reported in [Basu et al. 1998]. Thatknaimed at combining the collaborative filter-

ing and content-based UMs and recommendation apipesa To do this, (1) content-based in-
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formation about the items rated in the collaboefiltering UM was extracted, (2) this informa-
tion, jointly with the original collaborative ratys, was treated as the features of the items,3nd (
content-based and hybrid recommendations were gukeusing these enriched UMs. In the
study, the authors also focused on the applicat@nain of movies and extracted content-based
information from26 feature categories from the IMDb. Experimentallexgon measured the
accuracy of the generated recommendations (in tefrpsecision and recall [Salton and McGill
1983]). The results showed that the accuracy ofcth@ent-based recommendations is inferior
that of the original collaborative filtering recorendations, and only the hybrid recommenda-
tions allow the accuracy of the recommendationsetamproved). Conversely, in this section we
showed that the accuracy (in terms of MAE) of teeommendations generated using the con-
verted content-based UMs outperforms that of tikemsmendations generated using the original
collaborative filtering UMs. We hypothesize thaistimprovement was achieved due to the fine
tuning of the prediction mechanism using tdoaf andmin-occursthreshold and feature selection

that were applied.

5.3 Summary

This section focused on cross-representation mediaf UMs and demonstrates practical im-
plementation and evaluation of the mediation frbm ¢ollaborative filtering to the content-based
UMs. This mediation procedure allows bootstrappaighe UMs of a content-based recom-
mender system, and facilitates generation of ateuecommendations for a new user, whose

UM was imported from the collaborative filteringcoemmender system.

The experimental evaluation initially focused oa fime-tuning of the prediction mechanism. The
experiments showed that for a small number of rategies in the collaborative filtering UMs
(typical for the majority of the users), the acayraf the content-based recommendations is
higher than that of the collaborative filtering enélence, cross-technique mediation of the UMs
facilitates improvement of the accuracy of the peadization services provided to the users.
Also, the experiments allowed the contributiontdd feature selection to be evaluated by compar-
ing the accuracy of the recommendations with artiowit the preceding feature selection proc-
ess. The results validated the assumptions regattim importance of the feature selection, as

applying it allowed the accuracy of the generatsmmmendations to be improved even more.
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Chapter 6: Cross-Domain  Mediation of User Modeling
Data

The collaborative filtering recommendation tech@cassumes that people with similar tastes,
i.e., people who agreed in the past, will also egnethe future. Hence, the collaborative filtering
recommendation generation process is typically oipased into three general stages: (1) similar-
ity computation: weighting all the users with resp® their similarity with the active user; (2)
neighborhood formation: selectiri§ most similar users, i.e., nearest-neighbors fer rdcom-
mendation generation; and (3) recommendation ggaeracomputing the recommendation by

weighting the ratings of the users in the neighbochon the target item [Herlocker et al. 1999].

Collaborative filtering systems suffer fronew itemandnew userbootstrapping problems. The
new item problem refers to the fact that if the bemof users who rated an item is small, accu-
rate recommendations for this item cannot be gémerd he new user problem refers to the fact
that if the number of items rated by a user is §nitak unlikely that there is an overlap of prod-
ucts rated by this user and other users. Hences'usmilarity cannot be reliably computed and
accurate recommendations for the user cannot bergfexd. These problems are referred to as
particular cases of a collaborative filteringarsity problenjLinden et al. 2003], where the con-

tents of the ratings matrix are insufficient fongeating accurate recommendations.

This work focuses on overcoming this problem thfoagoss-domain mediation of UMs. In this
mediation, the user modeling data are imported fremote systems exploiting the same collabo-
rative filtering recommendation technique as thgdgasystem, in other, relatively similar, appli-
cation domains. Hence, both target and remote ragstepresent the UMs as a list of ratings pro-
vided by a user on the domain items. In this sgttiour types of user modeling data can be im-
ported: (1) UMs stored by the remote system, &3% lof the neighborhood candidates, (3) degrees
of similarity between the active user and the otlmeers, computed over the data stored by the
remote system, and (4) complete recommendationergiea by the remote system. This work
elaborates on these four types of cross-domainatiediin collaborative filtering and presents
their implementation and experimental evaluatiomgishe widely-used EachMovie dataset
[McJones 1997].
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The section is organized as follows: Section 6scubses cross-domain mediation approaches;
Section 6.2 presents the results of the experirhemtduations; and Section 6.3 summarizes the

section.

6.1 Cross-Domain Mediation in Collaborative Filtering

Traditional collaborative filtering recommender t&yas store their user modeling data, i.e., the
ratings, in a two-dimensional matriM:(usefy, itemg)->rating, whereusety anditemgy represent
the unique identifiers of users and items aathg represents the explicit evaluation given by a
userusely on an itemtemgy. Note that the number of items managed by theesy$s typically
significantly larger than the number of ratings\pded by an average user. This leads to a very

sparse ratings matriM and to the sparsity problem of collaborative fitg.

Conversely, in a domain-distributed setting, thEngs matrixM is stored in a semi-centralized
way. In this case, every domainstores a local ratings matiy. The structure oMy is similar

to the structure d#, i.e., it is a two-dimensional matrix representihg ratings given by a set of
users on a set of items. However, this set of itenmbe matrix is restricted to the items that be-
long to a certain application domaini.e.,Mq: (usety, itemg)—>rating. Hence, this setting can be

considered as a vertical partitioning of the ragingatrixM (Figure 12).

di d> d

- :>--

Fig. 12. Domain-Related Vertical Partitioning oétRatings Matrix

z

Note that this is not exactly vertical partitioninfjthe ratings matrix. In a real vertical partitio
ing, the partitioned sets of items are disjoir,,ievery item belongs to a single set. In domain-
related vertical partitioning, certain items maydog to multiple domains or categories. This
setting is not uncommon if the above representatfothomains is downscaled to the representa-
tion of E-Commerce services. In this case, ambiguaiegorization of items may be explained

by different classifications of products, their yiders, or E-Commerce sites.
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Over the above partitioning of the ratings matviatious types of user modeling data can be me-
diated and imported. These types of data are tergkited in the three stages of collaborative
filtering recommendations generation process: sinty computation, neighborhood formation,
and recommendation computation. For the similacdynputation, the UMs are imported from
the remote recommender systems. For the neighbdrfaymation, either the list of candidates
for being the nearest-neighbors or users' simigricomputed by the remote systems are im-
ported. Finally, for the recommendation computatimymplete recommendations for items, gen-

erated by the remote systems, are imported.

6.1.1 Importing User Modeling Data in Collaborative Filtering

A typical personalization scenario is initiateddyecommendation request issued by a usery

to a collaborative filtering recommender systBnin the target application domatnAs a result,
the target systemR; selects a set of items that can be potentiallgmeoendeditemiq} and initi-
ates a recommendation generation process for éesny. To enhance the accuracy of the rec-
ommendationsiR; queries a set of available remote collaboratiltering recommender systems
{Rdq}arp from other closely-related domaiiis for the related user modeling data (the relations
between target domainand domains i will be discussed later). The query is formulatsda
triplet g=<useryg, itemg, t>. In the following discussion, let us assume that identities of the

users and items are unique in all the domains gstérss.

According to the first mediation approach, the Utliemselves (i.e., the rating vectors) stored by
a remote systerRy operating in another domaih are imported. For the sake of simplicity, let us
assume thaRy responds tay by sending tdR; the content of the local repository of UMs, i.e.,
resp=Mygy, whereMy is local ratings matrix containing only the itethst belong to domaid.
Upon receiving the set of respongesspy} and given a policy for resolving conflicts in thed-

ings of the same user-item pair coming from diffiérgystemsR; constructs the unifying ratings
matrix M by integrating local and imported data. OWdr traditional collaborative filtering
mechanism of similarity computatioK, nearest-neighbors selection and recommendatiams ge
eration is applied. Since the constructed mattican be considered as the standard centralized
collaborative filtering matrix, this approach ideeed to asStandardcollaborative filtering and it

serves as a baseline for the experimental compexiso
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The second and third mediation approaches dealimplorting nearest-neighbors data computed

locally by the remote systerRs. Two approaches are considered:

* Heuristic— relies on a heuristic assumption that similapityisers spans across multiple appli-
cation domains. Hence, if two users are similaa icertain remote application domainthey
may be also similar in the target domairactically, this means thRg responds tg by send-
ing to R; the set oK identities of the users most similar to the actiger, i.e.resp={useri}.
Upon receiving the set of respongesspy}, R aggregates these sets of nearest-neighbors into
the overall set of heuristic candidates for belmgnearest-neighbors, computes their true simi-
larity values according to the local ratings matvix selects the set &f nearest-neighbors, and

generates the recommendations.

» Cross-domain- computes the overall similarity between two as&s an aggregation of their
domain-related similarity values. Upon receiving tiequest), every remote systeiiRy com-
putes locally, i.e., according to the contentshef kocal ratings matriMg, the similarity be-
tween the active user and the other usemgldnA set ofK nearest-neighbors is selected, and
their usety jointly with their similarity values are sent td&R. In other words,
respi={(userq,simy)}, wheresimy=sim(usef,usek) is the local similarity between a usesefy
and the active usersekc, computed according to their ratings in the agpion domaind us-
ing a certain similarity metrisim Upon receiving the set of respongessp}, R aggregates
the domain-related similarity values into the oWesamnilarity metric using inter-domain corre-
lation values. The overall similarity is computed b

sim(,1) = 2 COr(d, t)simy (useyg , user,)
2 CONAD)

wheresimy(usery,usek.) is the local similarity value in application domai andcor(d,t) is the

correlation of the target domairand remote domaid. As the overall similarity value is com-
puted (various ways for computing inter-domain etations are described in the following

subsection)K nearest-neighbors are selected and the recomnamglate generated.

The fourth mediation approach deals with complel&aborative filtering recommendations gen-
erated locally by the systems from remote domaiigrred to ad.ocal collaborative filtering.
According to it, the recommendations are generagaag only the data stored in the ratings ma-
trix My of the collaborative filtering system from a cartapplication domaird. This is done
similarly to the centralized collaborative filtegnbut using a restricted set of ratings on items
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from d: local similarity values are computed, the seKofiearest-neighbors is selected and the
recommendations are generated. Howelecal collaborative filtering disregards the fact that
the items typically belong to multiple applicatidomains and treats each domain independently.
Hence, according tBemote-Averageariant ofLocal collaborative filtering, every remote system
R4 from another application domadh to which the predicted item belongs, generatssparate
local recommendation using the ratings storedsimatings matrixMgy. The computed recommen-
dations are sent g, i.e.,respi=predys. Upon receiving the set of respon$esspi} and generat-
ing a local recommendation using its own malfix R; aggregates all the recommendations into a
single value by averaging the set of received renendations with the locally generated recom-
mendation. In the experimental evaluati®emote-Averages compared with theocal collabo-
rative filtering, applied over the ratings in tterget domairt only, i.e., with the recommenda-

tions generated using the data stored only irartpet domairt ratings matrixM;.

6.1.2 Computation of Inter-Domain Correlations

To aggregate multiple domain-related similariti€sisers into the overall similarity value, there
is a need for an inter-domain correlation metncother words, this requires a metric that will
compute correlationgor(d;,dy) between two application domaidg andd,. This subsection dis-
cusses two alternative correlation computation rigghes:content-base@ndratings-basedAs-
suming stable contents of the domains and stablggsaon the domain items, the inter-domains

correlation computation can be considered as aiorepre-processing process.

The content-based correlation computation technagseimes that the textual contents of a do-
main can be considered as reliable representativikee domain topics [Berkovsky et al. 20064].
Hence, the similarity of two application domaihsandd, is computed as a three-stage process:
(1) mining the textual content of the domains, ewally obtained from external data sources,
such as the Web or other specialized databaseseggsenting the mined textual contents as
feature vectors, andvy, wherevi=(wiq, ..., W,) and w; is the tf-idf weight [Salton and McGill
1983] of the tern) appearing in the domain and (3) computing inter-domain correlation as the
cosine similarity of their respective feature vesto

i v, [V.
Corcontents(dl’ dz) = S”T(Vl'VZ) :m
112 2 12
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where" denotes the inner product between the featurersecind)|vi||> denotes their norm, i.e.,
the square root of the scalar product of a veciitin iself. The result of this computation is a

scalar, measuring the correlation of two domainsymuted based on their textual contents.

Alternatively, the ratings-based correlation conapion is based on the similarity of ratings on
the domain items [Bridge and Kelly 2006]. Given tikl@ms,itemy, anditeny, their ratings-based
similarity sim(item,iten) can be computed as the correlation, e.g., cosmiasty, of their re-
spective ratings vectors. Using item-based sintylamietric, inter-domain correlation is computed
as the average similarity of all the possible pafrdifferent items that belong to these appliaatio

domains:

cor

Faings(C1, 0,) = AV sim(item,item ) :i # j, i0J,, jOJ,}
wheresim(item,item) is the ratings-based similarity of two items. Atee result of this computa-
tion is a scalar, measuring the correlation of demains, but in this case computed based on the

similarity of ratings on the domains' items.

6.2 Experimental Evaluation

One of the main difficulties when conducting an esxxmental evaluation of cross-domain media-
tion and collaborative recommendations using migtyser modeling data is the lack of publicly
available data, representing the ratings of theesasers on items from multiple application do-
mains. Although there exist several datasets framous domains (e.g., movies, books, jokes,
browsing logs), none of them is cross-linked, tlgey do not allow their users in other datasets to
be identified. Hence, experimental evaluation & groposed mediation approaches involved
EachMovie dataset of movie ratings [McJones 19@WEre the items were vertically partitioned,

rather than where the ratings from different agtien domains were collected.

To mimic domain-related vertical partitioning ofetinatings matrix, the movies were partitioned
according to their genres. Eight genre-relatechgatimatrices were createakction, animation
comedydrama family, horror, romance andthriller. In EachMovie, the movies usually belong
to multiple (up to4) genres such that each movie belongs, on avex@a@e376genres. Hence, the

sets of movies in the genre-related matrices weteligjoint. Table 7 summarizes the distribution

96



of movies and ratings among genre-related ratingsices and sparsity of each matrix. The sign

K in the number of ratings row denotes one thousatiags.

Table 7. Data Distribution among Genre-Related Mes:.

action |animation| comedy | drama | family horror | romance | thriller

Num. movies 198 43 400 536 145 87 137 177
Num. ratings | 1,166K 193K 2,209K| 3,056K 800K 433K 681k 991K
sparsity (%) 91.923 93.852 92.425 92.180 92.432 93.181  93.179 .3292

6.2.1 Inter-Domain Correlations

To compute inter-domain correlations, both conteaged and ratings-based techniques were ap-
plied. Content-based technique exploited the lgftsnovie keywords mined from the IBDb
movie database [IMDb 2007] to generate genre-relHtedf feature vectors and compute inter-
genre correlations [Salton and McGill 1983]. Thengs-based technique exploited the ratings on
the movies in EachMovie. Tables 8 and 9 show th&ioes of inter-genre correlation. Table 8

shows the content-based and Table 9 the ratingsdldashnique.

Table 8. Inter-Genre Correlations — Content-Baseh@utation

action |animation| comedy drama family horror | romance | thriller

action 1.000 0.860 0.935 0.932 0.820 0.902 0.913 0.943
animation| 0.860 1.000 0.913 0.848 0.914 0.765 0.838 0.787
comedy 0.935 0.913 1.000 0.965 0.905 0.868 0.957 0.903
drama 0.932 0.848 0.965 1.000 0.841 0.8738 0.987 0.938
family 0.820 0.914 0.905 0.841 1.000 0.739 0.832 0.772
horror 0.902 0.765 0.868 0.873 0.739 1.000 0.850 0.939
romance | 0.913 0.838 0.957 0.987 0.832 0.850 1.000 0.913
thriller 0.943 0.787 0.903 0.938 0.772 0.939 0.9113 1.000

Table 9. Inter-Genre Correlations — Ratings-Baseah@utation

action |animation| comedy drama family horror | romance | thriller
action 0.129 0.095 0.078 0.067 0.086 0.093 0.075 0.109
animation| 0.095 0.167 0.074 0.059 0.125 0.077 0.074 0.082
comedy 0.078 0.074 0.072 0.058 0.071 0.065 0.070 0.074
drama 0.067 0.059 0.058 0.063 0.056 0.060 0.065 0.069
family 0.086 0.125 0.071 0.056 0.119 0.067 0.072 0.076
horror 0.093 0.077 0.065 0.060 0.067 0.149 0.060 0.098
romance | 0.075 0.074 0.070 0.065 0.072 0.060 0.091 0.074
thriller 0.109 0.082 0.074 0.069 0.076 0.098 0.074 0.109

Both techniques yielded symmetric matrices, icer(d;,dx)=cor(d,,d;). The diagonal values in
content-based matrix afie— the correlation between a feature vector arelfitdlso other inter-
genre correlations are relatively high, ab6vé3 Conversely, in ratings-based matrix, the diago-
nal values are lower, since they are computed usi@gatings vectors of the movies, which are
typically different even within the same genre. Bigheless, in many genres the diagonal values

are still higher than other correlation in the exdfve column or row.
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6.2.2 Cross-Domain Experimentswith Collaborative Filtering Data

Four collaborative filtering data mediation apptoes discussed in the previous section were
implemented and evaluated. Cosine similarity wéscsed as the users' similarity metric [Salton
and McGill 1983]. The minimal number of movies dhtey users for the similarity computation
was6 (recommendations could not be generated for wskosrated fewer thaé movies). The
number of nearest-neighbors returned by remote thanta the target domain iHeuristic and
Cross-domairapproaches wa&). The number of nearest-neighbors used for themewendation

generation wag0.

The following experiments evaluated the effectpdrsity of the target user ratings in the matrix
of the target domain on the accuracy of the reconaaons. Hence, the users in the genre re-
positories were partitioned intb2 categories, according to the percentage of thed ratovies
from the target genre: unddfo, 3% to 6%, ..., 30% to 33% and over33% For every group,
1,000 recommendations were generated for various cortibivg of user, movie, and target
genre. The recommendations were generated usindotlmsving collaborative filtering ap-
proaches:Standard Heuristic 3 variants ofCross-Domain Local, and Remote-AverageThe

recommendations' accuracy was measured using tHe maiétric [Herlocker et al. 1999]:

> -1
MAE=4&l—

whereN denotes the total number of the recommendatimns,the predicted rating, amdis the
real rating on the movie in recommendation numbler the following figures, the horizontal axis
shows the percentage of rated movies in the tgeate and the vertical axis the MAE. The base-
line for all the comparisons iStandardapproach, as its results are similar to the reghiat

would have been obtained in traditional centralicellaborative filtering.

The results of.ocal, Remote-AveragandStandardapproaches (Figure 13) show that both Local
and Remote-Average CF outperfoBtandardapproach for any percentage of rated movies (sta-
tistically significant,p=2.78E-07andp=1.63E-06 respectively). This can be explained by argu-
ing that the similarity computation over the rasrfigom the target genre only irocal approach

(or over the ratings from other movie genrefRemote-Averageyields more accurate similarity
values than the similarity computation over all #vailable ratings. This can be explained by the

observation that the ratings from these genresngwertant for computing the similarity value in
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the relevant genre, whereas the other ratings mtegdiuce noise into the computation. As a re-

sult, the recommendations are more accurate.

0.23

0.22 ~——&— Standard

—&—Local

0.21 x —&—Remote-Average |___|
0.2 \
019 \\’\0—+~*—4—0—¢-_.._H
0.17

0.16

below3 3t06 6t09 9t0ol12 12tol15 15t018 18t021 21to24 24t027 27t030 30to33 over33

Fig. 13. Local, Remote-Average and Standard Apgresc

A comparison of thé.ocal andRemote-Averagapproaches shows that for a small percentage of
rated movies, i.e., sparse ratings matRgmote-Averagapproach is slightly more accurate (sta-
tistically insignificant). This can be explained the fact that the recommendations are generated
using additional knowledge acquired by importingadiaom other relevant genres and not using
the data from the target genre only. For a higlegcentage of rated movies, the local data are

sufficient and the imported data hamper the acgurhthe recommendations.

It should be stressed that in certain conditibosal andRemote-Averagapproaches are inappli-
cable. For example, for a group of un@eés of rated movies, recommendations can be generated
only for comedies and dramas, as only in theseegeisi3% of the number of movies aboge
movies, a minimal number of movies for the simtlacomputation. Hence, although the accu-
racy of Local andRemote-Averagapproaches is higher, they are not capable ofrgéng rec-
ommendations for certain movies, which will negalyvaffect the ability of the system to rec-

ommend all the interesting movies.

The results oHeuristicandStandardapproaches (Figure 14) show that for a small peace of

rated moviesStandardapproach is more accurate. This can be explaigatiebfact that the set

of nearest-neighbors candidates computed byHtgistic approach is not accurate in compari-

son with the real set of nearest-neighbors. Howeher accuracy of the candidates set increases

with the percentage of rated movies &felristicapproach outperfornftStandardapproach start-

ing from 9% to 12% (statistically significantp=0.03896. It should be stressed that the accuracy
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of Heuristic approach is inferior to the accuracy of thacal approach: their recommendation
generation is identical (uses target genre ratomdyg), but while the set df nearest-neighbors in
Heuristic approach is found by an approximated searchpoal approach it is found by an ex-

haustive search of all the users.
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Fig. 14. Heuristic and Standard Approaches

Figure 15 shows the results 6fross-Domain(Cross-Genrg and Standardapproaches. Three
particular instances ofross-Genreapproach were evaluated: (Cross-Genrewith content-
based inter-genre correlations, @joss-Genrewith ratings-based inter-genre correlations, and
(3) Cross-Genrewith uniform inter-genre correlations, where ak tcorrelations are set 10 The
latter approach was aimed at evaluating the carttab of otherCross-Genreapproaches, and

served as a baseline for experimental comparisb@sass-genrepproaches.
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Fig. 15. Cross-Genre Uniform, Content-Based, RatiBgsed and Standard Approaches

The results show that both content- and ratinged&soss-Genreapproaches outperform the
Standardapproach (statistically significami;z=0.00058andp=0.00024 respectively). This can be

explained by the observation that the weighted lanity metric aggregating the set of domain-
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related similarities according to inter-genre clatiens is more accurate th&tandardsimilarity
metric assigning equal weights to all the ratingshould be stressed that the accuracy of uniform
Cross-Genrapproach is lower than the accuracy of conteneédbasd ratings-bas€tross-Genre
approach (and than the accuracystdndardapproach). This shows th@ross-Genresimilarity
computation is beneficial and improves the accutddire recommendations. Note that, although
content-based and ratings-based inter-genre ctorlaatrices were different, the accuracies of
both approaches are very similar. This proves #iliglity of ratings-based similarity computation
[Bridge and Kelly 2006].

Comparing content- and ratings-basass-GenreandLocal approaches shows that the latter is
more accurate for any percentage of rated moviggigically significant,p=4.13E-10 and
p=5.66E-13 respectively). However, as discussed eailiecal approach may be inapplicable for
a low percentage of rated movies due to the spaskitatings in the target domain ratings matrix.
In this caseCross-Genreapproach should be applied, as its accuracy dotpes the accuracy of

Standardapproach.

6.3 Summary

This section focused on cross-domain mediationobéloorative filtering user modeling data for
the purposes of resolving the bootstrapping proptgpical to collaborative filtering systems. In
particular, it implemented and experimentally easdd the effect of importing the following four
types of user modeling data: (1) complete UMs|li&3 of the nearest-neighbors candidates, (3)

degrees of users' similarity computed over thelldata, and (4) complete recommendations.

Experimental evaluation, conducted in the domaimo¥ies, showed that generating recommen-
dations over multiple domain-related user modetiatp can yield a higher accuracy of the rec-
ommendations than the accuracy of the recommemdabailt by merging the ratings in a cen-
tralized repository and then applying the tradiiboollaborative filtering technique. However,
this approach is not applicable for very sparsa,dahere aggregating local similarity degrees is
more appropriate. Two weighted aggregation metheate evaluated: content-based and ratings-
based. Both improved the accuracy of the recomniemda compared to the traditional collabo-

rative filtering method assigning equal weightsaliche degrees of inter-genre correlation.
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Part 4:

Practical Aspects of User

Modeling Data Mediation
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Chapter 7. Distributed Storage and Retrieval of User
Modeling Data

Peer-to-Peer (P2P) computing refers to a subcladistoibuted computing, where system's func-
tionality is achieved in a fully decentralized way using a set of distributed resources [Androut-
sellis-Theotokis and Spinellis 2004]. P2P systemsally lack a central point of management,
depending rather on a voluntary contribution obtases, e.g., computing power, data, and net-
work traffic, by the connected peers. As a reR2? systems provide pure distributed communi-
cation middleware with theoretically unlimited sige, communication, and processing capabili-

ties [Milojicic et al. 2002].

In this section we propose using the storage ressunf P2P networks as a user modeling data
storage component. Such component can be appligddgurpose of distributing the storage of
UMs and supporting distributed retrieval of simildMs in similarity-based recommendation
approaches, such as collaborative [Herlocker et399] and demographic [Krulwich 1997] fil-
tering. Since P2P systems do not imply central memeent, the user modeling data are inserted
autonomously by multiple systems and may be destidy a dynamic set of terms, such that the
data storage component should support heterogeneibe descriptions of user modeling data.
Thus, efficient management of the user modeling dequires a stable semantic-based infrastruc-
ture allowing identification of similarities and mononalities between the heterogeneously de-
scribed data. Moreover, this infrastructure shaulgport a retrieval process that: i) performs de-
centralized retrieval with low communicational dvead, and ii) guarantees fast discovery of the

similar UMs, or a reasonably accurate approximation

We used the hypercube-based approach of UNSO (Wifiepke Ontology) [Ben-Asher and

Berkovsky 2006] for implementing P2P storage ofrus@deling data and developed an ap-
proximated retrieval algorithm designed to reduwe dcomputational and communicational over-
heads, in comparison with the traditional exhaestetrieval. The algorithm is based on the ob-
servation that UNSO implicitly groups similar UMsych that they are located in relatively close
proximity with respect to the underlying networlptbogy. Hence, an approximated retrieval of
UMs in UNSO is performed through a localized expagdearch starting at the location of the
target UM in the underlying network, i.e., at tloedtion of the UM of the user who requested a
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recommendation from the system. This means thantist similar UMs are searched at the loca-
tions that are close to the location of the takdkt and the number of UM comparisons is re-
duced with respect to the traditional retrieval,ickhexhaustively compares the target UM with

all the available UMs.

Due to a lack of publicly available heterogeneossrumodeling data, the above approach was
evaluated in five datasets of E-Commerce data tdfeam five application domains, which rep-
resent ephemeral search models of the users. Wpareththe proposed approximated retrieval
with the traditional exhaustive retrieval algorithiWe showed that the former significantly re-
duces the number of required comparisons, whilsgowng the precision and recall of the search
[Salton and McGill 1983]. Hence, the contributiarighis work are two-fold. First, we propose a
novel notion of pure decentralized storage of msedeling data in a P2P environment. Second,
we develop and evaluate an efficient and accurppeoaimated algorithm for retrieval of the

most similar UMs over the above decentralized gg@i@t user modeling data.

The rest of this section is structured as follo8&ction 7.1 presents semantic data management in
P2P systems. Section 7.2 describesuhgpecifiedP2P data management using UNSO and the
representation of user modeling data using UNS@cti& 7.3defines the distance metric used
in the evaluation and presents the approximategtvet algorithm. Section 7.4 presents and ana-

lyzes the results of the experimental evaluatiod, Section 7.5 summarizes this section.

7.1 Semantic Data Management in Peer-to-Peer Systems

The first P2P systems were designed for large-stai@ sharing. Applications, such as Napster
[Napster 2007], Gnutella [Adar and Huberman 20@0[ Freenet [Clarke et al. 2000], allowed
users to download multimedia data, provided by otlsers. Performance of these systems suf-
fered from severe scalability problems. In Nap$Mapster 2007], a cluster of central servers
maintained the indices of the files provided by tieers. The flooding search algorithm of
Gnutella did not allow communication-efficient ietral of data objects over a heterogeneous set
of users [Adar and Huberman 2000]. Freenet, dedyteg fully decentralized and employing
efficient routing algorithms, could not guarantediable and unambiguous data management
[Clarke et al. 2000].
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This has led to the development of content-addbés$22P systems, such as CAN [Ratnasamy et
al. 2001] and Pastry [Rowstron and Druschel 200hpse systems implement a scalable self-
organizing infrastructure for fault-tolerant rowginsing Distributed Hashing Tables (DHT) [Har-

ren et al. 2002]. In DHT-based systems, each us#idata object is assigned a unique identifier
from a sparse space, called respectiusigrandkey Note that everkeyuniquely represents the

characteristics and contents of the respective algjiect, whereas its exact format is defined by
the system. Since a user may provide multiple dajects, the users are typically represented by

the respective sets of the provided data objeset={keyi, ke, ..., key}.

The data objects are inserted into the system g¢ifreoapping their keys to the logical nodes of
the underlying communication middleware, i.e., P@Rvork. This is achieved using a globally-
known hashing functioput(usey, key), which assignsiser as a provider of the data object iden-
tified by key;. This assignment is done through coupling the dfethe data objedtey; and the
middleware nod@ode obtained by applying theut function onkey;. Since in pure decentralized
P2P systems the data objects are stored by ths, wsery user virtually manages a set of mid-
dleware nodes, which reflects the set of data tbjeovided by the user. Thus, in the rest of the
section the ternrmoderefers both to the communication network node t@anthe user managing

this node.

The fact that th@ut functions used to map the data objects to the leigate nodes are globally-
known facilitates further discovery of a data objelentified bykey; (i.e., the user providing it)
by other users. This is done througgt(key) function, which exploits the same hashing function
as put and returnuser, the identifier of the user providing the dataeaijidentified bykey;.
Thus, DHT-based P2P systems facilitate decentrhliimanagement and search of data objects,
where the unique description of the data obkegt and hashing functionsut andget guarantee

proper functionality of the system.

For example, consider two usefsandY providing seven data objects in a CAN-based system
[Ratnasamy et al. 2001] exploiting two-dimensio@#AN middleware (shown in Figure 16).
Three data objects are provided by usend four are provided by us¥ér The keys of the above

data objects are mapped to the nodes of the middéeusing the@ut function. Let us assume that
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the keys of the data objects provided by usare mapped to the nodesc, andg, whereas the
keys of the data objects provided by ugdp the nodes, d, e andf (shown in Figure 16 in dif-
ferent shades). When other users search for thaaeotdjects, the same hashing mechanism ex-
ploited bygetfunction points them to the relevant nodes ofrthiédleware and to the users pro-

viding the requested data objects.

data objects user X middleware user Y

Fig. 16. Management of Data Objects in a DHT-Bd22H Middleware

In comparison to prior P2P systems, DHT-based systare highly scalable, and provide a ro-
bust, self-organizable, and completely decentrdligeucture. Due to an effective routing algo-
rithm [Plaxton et al. 1997], which routes the meggsaonly to the relevant users instead of the
expensive network flooding, their overall traffie significantly lower [Rowstron and Druschel
2001]. However, DHT-based systems basically rehjhashing-basegut() andget() operations.
This results in two major limitations:

» Support for exact-matching lookups only. The kely$wm similar, but not identical data ob-
jectskeyr andkey are treated as two diverse keys. Hence, onlya@heches specifying the ex-
actkey used while inserting a data object will succeedboating it. This limitation hampers
the data management characteristics of DHT-bassi#rag and leads to an uncontrolled re-
dundancy in the data objects repository, as siptlair not exactly matching data objects cannot
be identified by the search queries.

» Support for single-key lookups only. The abgue() andget() operations handle a singtey
only, i.e., a data object is described by a sisgi@g. Although thé&eymight be represented as
a concatenation of the substrings representing drthekey, any change in one of them will
prevent identification of the matching, as the lagimechanism will map it to a different mid-

dleware node.

This has lead to the development of a more comiilek of P2P network, built upon peers using
their own schemata to describe the objects. Thsageh is further referred to as semantic or
ontology-based data management. Ontology is defiseaformal shared conceptualization of a

particular domain[Gruber 1993]. It acts as a standardized referenaéel, providing both hu-
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man-understandable and machine-processable semeatianisms, allowing various enterprises
and systems to collaborate efficiently. Two techeig) for ontology-based data management in
P2P networks are discussed in HyperCup [Schlossal. €2002] in UNSO [Ben-Asher and
Berkovsky 2006].

HyperCup [Schlosser et al. 2002] proposes a flexinhtology-based pure decentralized P2P
middleware, generating a hypercube-like graph td d@jects represented by the users providing
them. This means that on the logical level the Rgsercube consists of the data objects, whereas
on the physical level it consists of the users fgliog these objects, connected by the underlying
P2P network organized as a hypercube. To storddteeobjects in a distributed manner, Hyper-
Cup exploits a predefined ontology of the data aigjelomain, such that the dimensions of the
hypercube match the concepts of the ontology,the.features characterizing the data objects. As
a result, every data object described by the ogyotmncepts is mapped to one of the hypercube
nodes. This mapping assigns the user providingta algject to manage the respective middle-

ware node. The data objects can be discovered tisngame domain ontology.

For example, consider the following simple ontokiigsed representation of user modeling data
objects in a demographic recommender system. Thes e represented usigontological
features ffender age residencg that are mapped to the dimensions of the hypercely. gen-
deris mapped to dimension numbgrageis mapped to dimensid) andresidenceo dimension

3. The values of the features, as expressed byptwfe UMs, are mapped to the numeric coor-
dinates within the dimensions. For example, a vidusaleof the dimensiomgenderis mapped to
coordinate0, whereas a valumaleis mapped td. Similarly, the values adgeare partitioned to
age groups of fewer thal® years old,10 to 20 years old 20 to 30 years old, and so forth, and the
values ofresidenceare enumerated according to the alphabeticablisbuntries or states. Note
that such predefined ontology-based mapping mesiraimherently imposes the order of the val-
ues for the features and facilitates the definihgazurate similarity metrics for similarity-based

searches and ranking of the retrieved data objects.

To maintain connectivity of the underlying commuation middleware, hypercube nodes are
connected, such that every user managing a hypermodbe stores a data structure of immediate

logical neighbors in different dimensions. For exdéan consider a UM, which is mapped to a
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node &,y,2 of the underlying3-dimensional hypercube. As a result, the node sgmting this
UM is connected tdb logical neighbors, i.e., nodes+l,y,?, (x-1,y, 3, (X,y+1,2, (X,y-1,2,
(x,y,z+]) and &,y,z-2. Note that thet1l and—1 in the node addresses do not imply any numeric

order or semantic similarity, but a logical neighimmod relation only.

A user who provides multiple data objects, e.g.,dJkdm recommender systems using different
UM representations, or UMs from multiple applicatidomains, maintains a set of hypercube
locations. This means that a separate data steuofuogical neighbors is maintained for UM and
the respective hypercube location. In summaryotrexall hypercube is distributed and virtually
made of the connected users, whereas each usetamsia set of data structures that allow its

neighbors to be located and connectivity of theehgpbe to be maintained.

HyperCuP proposes a dynamic P2P algorithm for oy construction and maintenance. The
algorithm is based on the idea that a user progidiparticular data object can manage not only a
single node to which the data object is mappedalaat a set ofirtual neighbor nodes that have
not yet been assigned to other data objects ang.uBkis is required in order to simulate the
missing nodes for the purposes of maintaining cotiviey and guarantee the network routing.
For example, consider &dimensional hypercube with five data objects shawRigure 17a. In
this case, nodé is simulating three missing nodes of the hypercibés is schematically shown
by the dashed edgés4, 2-4 and3-4, as nodet acts as a virtual neighbor of node® and3.

.
.,
e

@)
Fig. 17. Hypercube Maintenance in HyperCuP (a) icitiopology of the

complete hypercube; (b) Insertion of a new datactbj

When a new data object is inserted by one of tleesyshe ontological description of the data
object is mapped to a certain network node, andutieg providing the data object replaces the
user who simulated this node and starts functioasm@ real node. For example, consider an in-
sertion of a data object that is positioned in nBdas shown in Figure 17b. A user providing the

new data object becomes a neighbor of nddasd4, and starts simulating the missing neighbor
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of node2. Conversely, when a user providing the data olgesttonnects, one of the remaining
neighbors starts managing the node previously nexhéy the leaving user. For an extensive
description of the HyperCuP topology maintenancg examples of new data object insertions

and node departures, the readers are referrectidogSer et al. 2002].

7.2 Unspecified Representation of User M odeling Data

As mentioned earlier, the ontology of HyperCuPeafirted prior to the data object insertions and
node creations. Thus, the data objects are dedcubi@g a fixed set of ontology slots and fea-
tures. This implies different domains to be modedaatiori by human experts and inherently re-
quires a central management of the ontology thanaiaevolve and be modified over time. These
characteristics of HyperCuP contradict the decénéiéh and highly dynamic characteristics of

P2P networks, and appeal for a more flexible apgprda the representation of the data objects in

a fully distributed P2P environment.

7.2.1. Data Management using UNSO

UNSO (UNSpecified Ontology) [Ben-Asher and Berkoy&006] extends the ideas of semantic
data management over a hypercube graph of datetslgjenerated over the P2P middleware. The
main contribution of UNSO is addressing and resguwhe HyperCuP's dependence on a fixed,
and a-priori defined ontology. Unlike HyperCuP, UD&ssumes that the ontology is not fully
defined and parts of it can be incrementally spettiby the users when inserting their data ob-
jects. Hence, the descriptions of data objectsrardeled by a flexiblenspecifiedist, where the
term unspecified refers to the fact that the dajaats are described by a list of features and thei
respective valuessfeature;:value, feature:value,,..., featurgvalue,>. In this list,feature cor-

responds to featuiementioned in the list andhlug to the value of this feature.

To cope with pure decentralized management of wifspd data objects, UNSO generalizes the
HyperCuP's notion of ontology-based mapping. Siheesunspecified description by list fifa-
ture:valueg pairs can grow incrementally when new featuresimreduced, two hashing func-
tions are used to map the descriptions of the dbjects to the hypercube. The first function
hash maps the feature nanfeature to a dimension of the hypercube, while the sedandtion

hash maps the respective valualug to a numeric coordinate value within that dimensio
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For example, consider the following unspecifiedadigsion of a demographic user modeling data
object: <gender:female age:2Q residence:NY=> It is inserted by applyinghash(gender)
hash(age) and hash(residence)to obtain the relevant dimensions of the hypercaine
hash(female) hash(20) andhash(NY)to determine the numeric coordinate values withase
dimensions. In summary, the coordinate of this addgect in the dimensiohash(gender)is
hash(female) in the dimensiorhash(age) the coordinate itash(20), and in the dimension
hash(residencel)t is hash(NY)

Since UNSO exploits a hashing mechanism for mapepfripta objects to the underlying hyper-
cube, it is capable of managing descriptions wlieatiresandvaluesare not defined a-priori by
the ontology. In addition, the hashing-based mappiechanism of UNSO allows users to insert
data objects without any predefined ordefeafturg:valug pairs in the list, increasing even more
the flexibility of the system. On the other hanustflexibility introduces new data management
problems, as different users may use differentd¢esry., synonyms, hyponyms, or hypernyms, to
describe the same underlying semantic concept. ishige will be discussed at the end of this

section.

Analyzing the unspecified descriptions of varioasadobjects, one can recognize that certain fea-
tures are not independent and appear only if andéa¢ure, or even a specific value, appears in
the description of the data object. For examplaser a demographic UM featuckildren ex-
pressing the number of children of a user. Obvigusis feature should not be mentioned in the
UMs of users, whose featuagehas valuel5 or lower. To handle such dependencies in a flexibl
manner, the data objects are organized within ypercube in dierarchical multi-layered struc-
ture, rather than usingfkat representation. This organization converts the fpwypercube struc-
ture of HyperCuP to a hypercube-like structure, seghaodes recursively contain other hyper-
cubes. This structure is referred to in [Ben-Astnad Berkovsky 2006] as a multi-layered hyper-

cube (MLH). Figure 18 schematically illustrates trganization of the MLH.
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Fig. 18. Multi-Layered Hypercube of UNSO

For example, considerzlayered unspecified description of demographic Wdstaining three
ontological features in each layegender age residence + <children occupation salary>. For

the sake of simplicity, let us assume that only atues are possible for each feature. This leads
to anouter hypercube with up t& nodes, recursively containirigner hypercubes of up t8
nodes. In practice, when the UMs are inserted, saiye nodes of the first layegender age
residence are expanded t6-dimensional nodes. The generated MLH should bepeoed to a
fixed size64-node hypercube, had we used one lish ¢datures for the descriptions of the data

objects.

If the number offeaturg:value pairs in the unspecified description of a new dddgect is lower
than the number of dimensions in the respective Mid description is automatically expanded
to the maximal dimension of the MLH. When the dggimon is expanded, the missing features
are assigned annknownvalue, denoted by. For example, consider a UMge&nder:femalg
age:2Q residence:NY>+ <children:2> inserted into the above mentioneétilayered 6-
dimensional MLH. The description is expanded gerder:femalgage:2Q residence:NY>+
<children:2 occupation:@ salary:@>, and the expanded description is mapped to thél.ML
Conversely, if a new data object introducdsaturethat has not been mentioned in the descrip-
tions of the existing data objects, a new dimenssoadded to the lowest-level (most inner) hy-
percube of the MLH. Note that the new dimensioadded only to the lowest-level hypercube,
whose location reflects the other features mentionghe description of an object that introduces
a new feature, whereas the rest of the MLH is ffected. These expansions constitute the ad-
vantages of UNSO over HyperCuP, as the structutieeoMLH is highly dynamic and reflects the

features mentioned in the descriptions of the dbjects.

The differences between a fixed specified ontolagy the Unspecified Ontology are summa-

rized in Figurel9. The upper part of Figure 19 shows the mappirtheodata objects, described
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according to a predefined ontology of HyperCuP rte of the underlying hypercube nodes. The
ontology contains three featurek, f,, f3>, whereas each feature has a predefined set abpmoss
values, e.g., valueg, Vi, ..., Vin for a featurd;, valuesv,, Voo, ..., Vo, for a featurd,, andvs;,

V3, ..., V3n fOr a featurds;. The features are a-priori assigned to the dinoeissof the hypercube,
and the values of the features are assigned nugmsrdinates within these dimensions. As such,
a data object described kyi:vii, fivy;, faivae> is mapped to a location of the hypercube, sche-

matically denoted in Figure 19 by Vo5, Vai>.

=== Vi 1 L1 Vor 4 gm=- <Viiy Voj, Vai>
________________ '
Ir\‘/u'lh‘ S R ,’4r531-1 X
1Voy 1t ™ ~ . -7 1 Vgl
o = !
. 1 -
T Soor )_ __L_
r=--. \ro-A . P
WVin ¢ 1vap ! fixed ontology
& UNSO
fivas | fiovip| fagvig
fo1:Vor | TooiVon | fogiv. [— I
fa1:vay | fapiVap| fagiv ,"'""

b X

Fig. 19. Generalization of the Fixed Ontology ofpdyCuP to UNSO

Conversely, in UNSO (the bottom part of Figure t#®featurg:valug pairs in the description of

a data object are partitioned to multiple layeing, number of pairs in the descriptions is unlim-
ited, their order within the layers is insignifitaand the set of possibfeaturesandvaluesthat

can be mentioned in the description is unlimiteal. &ample, consider an unspecifi@thyered
description<fi1:vi1, f12:V1o, fiziVis> + <f21:Vo1, 122:Vos, T23iVoz> + <f31:V31, f32:V3p, f33V3z™>. TO map

the description to one of the MLH nodes, the fesdare hashed to the dimensions of the relevant
hypercube, and the values are hashed to the nuwmoicinates within these dimensions. For

example, consider the abo8dayered description mapped to a node denoted inyFigure 19.

Another inherent drawback of UNSO should be memiiordifferent users may use different
terms to describe the same underlying semanticeginic the unspecified descriptions of the data

objects. To address the problem that the data sbjeay have different terms with the same se-

° For the sake of clarity, FiguEd shows the inner hypercubes of the MLH as a sepéwgiercubes, 'hung' on the
nodes of the outer hypercubes. Despite this, mastgain that the structure of the hypercubescigsive, where
the outer hypercubes are constructed of the inyercubes.
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mantic meaning, e.g., synonyms, hyponyms or hymesnyhe terms mentioned featurg and
valug descriptions are standardized using WordNet [Ballb 1998]. In WordNet, English
nouns, verbs, adjectives and adverbs are orgamredynonym sets, each representing a single
lexical concept. To eliminate possible ambiguityl amprove the accuracy of the data manage-
ment, the terms mentioned in the descriptions efddta objects undergo a simple semantic stan-
dardization. This standardization substitutes émms$ used in the unspecified description by their
most frequent synonyms. For example, the temesgdencedwelling andabodeare substituted

by their most frequent synonyrasidence Hence, similar but not identical terms are reptaby

a single representative term.

We would like to stress the main advantages of UNS€¥ a HyperCuP. First, UNSO allows the
data objects to be described in a flexible manmmatrjmplying any central ontology. New types of
features and values can be introduced: new featusesgeflected by new dimensions of the low-
level hypercubes, whereas new values are just ndajopineir numeric values in the appropriate
dimensions. Second, the hashing-based mapping msahaf UNSO allows the order of fea-
tures and values in the descriptions of the dajactdto be disregarded. Third, semantic stan-
dardization of the unspecified descriptions usingriiilet facilitates enhanced data management
capabilities. Finally, the MLH structure of the wmlying P2P network allows flexible descrip-
tions of the data objects, expressing the depemeebetween various features and values. As a
result, the generated structure is denser thanfliat aepresentation of HyperCuP (only realistic
combinations of features and values are expressgaslgasier to maintain in a P2P environment,

and it allows more efficient operations to be castdd.

The negative effect of hashing in UNSO is losing t¢inder relation among the values of the fea-
tures, since the hashing function mapping the wataghe hypercube dimensions does not keep
the order relation. Hence, for instance, two vak@and21 can be mapped to absolutely differ-
ent coordinates within the dimensionagfe and not reflect their proximity. Despite this, UBIS
supports the notion of concept clustering, defimefBchlosser et al. 2002]. This is explained by
the observations that data objects, whose desmmiptare identical with respect to a subset of
mentioned features, are mapped to locations that Aacommon subset of identical coordinates.
For example, consider two UMs of a demographicmenender systemgender:femaleage:2Q

residence:NY>and gender:.femalgage:2] residence:NY>These UMs are mapped to relatively
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close locations in the hypercube due to the feaatt tiineir values in the dimensionsgdnderand
residenceare identical, and they differ only in the dimemsiof age®. Moreover, also the UMs
<gender:femaleage:2Q residence:NY>and gender:femaleage:2Q children:2> will be located

closer than two arbitrary UMs, as two out of thiegtures in their descriptions overlap.

7.2.2. User Modeling Data Representation and Storage

This work adopts the unspecified description ofadatbjects proposed by UNSO, and uses it as
the user modeling data description language inmeeender systems. Hence, we represent the
UMs by dynamic lists of features and their respectialues. Different application domains may
exploit different features or values to describdM. For example, a movies recommender sys-
tem may store features describing the preferredegand directors, whereas a restaurant system
may store various gastronomic and environmentdlfea. As such, neither the set of features
specified when describing user modeling data, Ineir tvalues can be defined a-priori. Hence, the
main advantage of UNSO is in facilitating managenhwérheterogeneous representations of user

modeling data and specific UMs described accortbrtgese representations.

Consider &-dimensional MLH, whose dimensions represent deapyc featuresgender age
residencg The mapping of these features to the dimensadribe hypercube is shown in Figure
20a. UMs of three users are stored by the systearAuis described by gender:.femalgage:3Q
residence:N¥, userB by <gender:male age:3Q residence:N¥, and uselC by <gender:male
age:2Q residence:N¥. Let us assume that the user modeling data ofAisemapped to the top-
left node, of useB — to top right node, and of usér— to bottom-right node, as shown in Figure
20b. Note that the UMs of usefsandB differ in the value of thgenderfeature, while the UMs

of usersB andC differ in the value of thagefeature.

age

residence | |
A - - -4C SR
' 7
gender

@ (b) ©
Fig. 20. Generation of an MLH

10 The clustering may be inaccurate due to the hagtotiigions. The probability of such collisions deases with the
number offeaturg:valug pairs and the range of the hashing function.
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Later, other UMs are inserted into the system &g tntroduce new features, i.e., features that
were not mentioned in previously inserted UMs. &xample, two new featurehildrenandoc-
cupationare introduced amongp year-old female users, three new featwasary, hobby and

car ownedare introduced among tt8® year-old male users, and one new featsir@ studenis
introduced among0 year-old male users. This causes the nodes afutez MLH to be split into
inner hypercubes, such that nollés converted to &-dimensional hypercube reflecting the fea-
tureschildren and occupation nodeB is converted to 8-dimensional hypercube reflecting the
featuressalary, hobby andcar owned and nodeC is converted to d-dimensional hypercube

reflecting the features a studentThe resultant structure is shown in Figurel20c

Note that the resultant MLH generated by UNSO otfleinspecified descriptions containig
different features3 in the outer hypercube, and anotlem various inner hypercubes. This
should be compared to a fl&tdimensional hypercube that would have been gezebriadd we
used HyperCuP. Note that further insertions of rieatures, not shown in this example, may

cause the generated MLH to be expanded to a steusitmilar to the MLH shown in Figure 19.

We would like to stress again the observationwWian UNSO is exploited for the storage of user
modeling data, it groups similar UMs, i.e., UMsféifng in a small number of features, in close
nodes. For example, in the above scenario of despbgr UMs, useré andB, and user8 and

C, differ only in the value of one feature. As aulgstheir locations in the MLH differ only in
coordinates within one dimension. However, the UMsisersA andC differ in values of two
features and their locations differ in two dimemsioHence, the distance in terms of network
locations is greater than the distance betweeltJMse of usersA andB, or B andC!2. The above
example shows that UNSO preserves the semantitasiyiof the UMs. This statement will be
clarified later, when we will introduce the UMs siamnity metric and will use the mapping of the

UMs to the coordinates of the MLH for retrievingethet of the most similar UMs.

1 For the sake of simplicity, the figures illustrdtmary hypercubes with two possible values in edicension:0
and1. Actually, the hypercubes are not binary and #mge of values in each coordinate is defined ariprio

2 Note that the real distance between the UMs isutatied by comparing their features and values. Mereise a
heuristic that real distance is correlated withribeber of different coordinates.
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7.3 User Modeling Data Similarity and Retrieval over UNSO

Efficient and accurate retrieval of the most-simil&dMs is one the tasks performed by various
recommender systems, such as collaborative filidititerlocker et al. 1999], demographic filter-
ing [Krulwich 1997], and some hybrid recommendestegns [Burke 2002]. One of the following
two basic criteria for such retrieval are typicakploited:

» Retrieve the whole set of UMs, whose similarityhwiihe target UM is above a given threshold
S — typically obtained by computing the similarityr fevery available UM and returning it if the
similarity value is higher thaf.

* Retrieve a set dk UMs most-similar to the target UM — typically olsted by computing the
similarity for every available UM, ranking the UNascording to their similarity values, and re-
turning theK highest UMs from the ranked list.

In principle, both criteria are similar, as theg aimed at retrieving the most similar UMs to the
UM of the target user through an exhaustive comspariof the target UM with the other UMs
stored by the system. In fact, in many conditidresé techniques are interchangeable; in certain
conditions, however, one of the policies may bdgored over the other. For example, consider a
system, where the number of potentially similar Ulgigh. In this case, retrieving all the UMs,
whose similarity is above a certain threshold, rinagy a large number of UMs, such that limiting
the size of the set t§ may be beneficial. Conversely, when the numbestafed UMs is small,
retrieval ofK most similar UMs may find UMs that are not sufictly similar to the target UM.

In this case, retrieving all the UMs above a carthreshold may be preferred.

7.3.1. Similarity Metrics

The above mentioned retrieval policies requirenalarity metric between the UMs to be defined
explicitly [Bernstein et al. 2005]. In this worke similarity of two UMsc; andc; is computed by
(1-dist(g,c,)), wheredist(c,c,) is their normalized distance metric betwéeandl. When the
UMs are represented as a listfeaturg:valug pairs, each feature is treated separately and the
individual distances within the features are coraditogether. Hence, the distance between two

UMs c; andc; is computed by:

IF] o
dist(g, ) =[Z widist & £)*]"?
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whereF denotes the union of features specified in bothsUM., the features that appear in at

least one UMw; denotes the normalized weight of the feafyrand dist(d, ¢) denotes the nor-

malized distance metric betweenandc, with respect to the values of the featfire

To compute the local distance between two valuesfeature, we consider the possible types of
the values [Coyle et al. 2004]. For Boolean featwréh possible values ¢fue or false the dis-
tance is a trivial comparison between two valuésng O if the values are equal or otherwike
For symbolic or free-text values, the distance loarpotentially computed either as a difference
between the numeric representations of the vakféescting their relation, e.g., by setti@A=0,
KS=0.5 andNY=1 for possible state values of the feattgsidenceor through exploiting a dis-
tance matrix assigning a distance value to eachgbaialues. Although such definition of dis-
tances can be performed manually by the domainresgpge is unclear whether it is applicable
when both the features and their values are nmetkf-priori. Hence, this work defines the dis-
tance metric for symbolic and free-text values &y to the Boolean features:

diStBooIean((ii’ (;) = dist:ree Tex( b’ '9) = { 2 G=C

otherwis

We would like to stress that the exact matchingadise metric strongly depends on the underly-
ing semantic standardization mechanism. Sinceditmest used in the descriptions of the UMs are
substituted by their most frequent synonyms, werassthat if similar but not identical terms are
used, they are standardized and their distanceam®0. However, if the standardization mecha-
nism is not capable of recognizing the similarifytlee terms, their distance metriclisand they

are treated as distinct.

For numeric features, the distance between theegakicomputed as the absolute value of their
difference, normalized by dividing it by the maxin@ossible differenceR, i.e., the maximal

range of values of the given feature:
diStNumeric(q' CLZ) = LR(fz'

Analyzing the available unspecified descriptionsveéd that the values of most of the features
are either numeric, free-text, or Boolean. Thughis work we exploit only these three similarity
metrics, and do not define metrics for more compigxes of features and values, such as

tree/graph nodes, enumerated values, and so &rtyggested by [Coyle et al. 2004].
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Since an unspecified description of the UMs dodsaseume any a-priori defined ontology, even
the UMs from the same application domain may berntgsd using different sets of features. As a
result, even after standardization, two UMs mafediin terms of the mentioned features. Hence,
the similarity metric should be capable of compgtsimilarity between two UMs with partially
overlapping sets of features. For this, we defirmssimistic distance measure between the val-
ues of the features, according to which the digtast if a feature appears in the description of

only one UM:

. D ist(c, featuref; appears in both cases
dIStl(q' clz) - {1d ) (Cll dZ) otherwist "

Consider the following example of similarity comatibn between two demographic UMs de-
scribed by:c;=<gender:male age:3Q residence:USAoccupation:programmerstudent:true
and c,=<gender:female age:2Q residence:USAchildren:2, student:true. The overall set of
features mentioned in these UMs igefider age residence children occupation studeny,
whereas the set of overlapping features for theéde I3 {gender age residencestuden}. Let us
assume that the featurageandchildrenare numericgender residenceandoccupationare free-
text features, andtudentis a Boolean feature. Also, let us assume thatvéhees ofage vary

from 0 to 120. Hence, the distance between the Wylandc; is computed as follows:

dISt(qJ Cz) = [( Vgender EI]')Z + ( V\égelj%%z + ( eresidencgl))2 + ( \Nchildr(;:l')2 + ( Woccupatigl')2+ ( w stuJe_rQ)z ]1/2

7.3.2. Similarity-Based Retrieval over UNSO

In this work we propose exploiting the dynamic asftructure of UNSO and grouping of similar
UMs as an indexing approach to improving the edficy of the retrieval of similar UMs. Intui-
tively, we base our retrieval on the assumptiort gailar UMs are grouped by UNSO, and
therefore located in close vicinity. Hence, theiestl of similar UMs is conducted as a localized
search in the MLH starting from the node where Wi of the target user is located, and itera-
tively checking the logical neighbor nodes and carmg the UMs stored in these nodes with the
target UM. Figure 21 presents the pseudo-codeeptbposed algorithm for retrieval of UMs,

whose similarity with the target UM is above a givbresholds.
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Retrieve (TARGET-UM §)

(1) map TARGET-UMo the hypercube of dimension n
(2) assume the location of TARGET-UMs( c,,....c)
3) let RETRIEVED-UMsbe a set of UMs, initially empty
(4) for each dimension i from 1to n
(5) foreach x in the range of values for coordinate i
(6) let CURRENTDe the set of UMs stored in
the location ( C,isC iy XC o yeensC L)
@ foreach  TEST-UMLICURRENT
(8) if similarity (TARGET-UM TEST-UM > §
9 RETRIEVED-UMs= RETRIEVED-UMs [1{TEST-UM

(20) return RETRIEVED-UMs

Fig. 21. Algorithm for Retrieving UMs with Similayi Metric aboveB

Initially, the algorithm determines the locationtbe target UM, i.e., th@e ARGET-UM using a
hashing-based mapping mechanism for inserting this hto the hypercube (stefds2 of the
pseudo-code) and initializes an empty set of netdeUMs, referred to aRETRIEVED-UMs
(step3). Then the algorithm analyzes the candidate UMST-UMsstored in the neighbor loca-
tions of the underlying P2P network by assessiegstmilarity between eachEST-UMand the
TARGET-UMusing the above distance metric (stép$). The rationale is that similar UMs
should be located in close vicinity and, therefacefind similar UMs, we should check only a
small portion of the available UMs. In other word& exploit an implicit indexing and organiza-
tion of the UMs provided by UNSO. If the similariaalue is higher than the given threshgl|d
the candidatd EST-UMis added to th@ETRIEVED-UMset of UMs with the required similar-
ity (stepsB8-9). Finally, the whole set of appropriate URETRIEVED-UMSs returned (stef0).

Note that the retrieval process is conducted in ONfased MLH through a propagation of que-
ries and the respective answers from the target tmats neighbors and so on. Consider a target
UM mapped to a locatiofx,y,z)that is connected t®immediate neighbors€l, y, 2, (x-1, Y, 2,

(x, y+1, 2, (%, y-1, 2, (X, ¥, z+]) and &, y, z-). Consider a search at the neighbor nodes over the
first dimension, i.e., at locationg%1, y, 2 and -1, y, 2. When these nodes receive the similar-
ity computation request, the similarity of the UN®red there is computed and the request is
propagated to the next logical neighbors alongréhevant dimension, i.e., to nodes+2, vy, 2

and k-2, y, 2. The same propagation occurs also in the otlmeensions of the hypercube. Thus,
the retrieval process can be described as a propggaxpanding search, where the similarity
computations of the UMs and the communication #&a#s/required by the retrieval are parallel-

ized. Consider again the above example of the taigge mapped to a locati¢x, y, z) When6
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immediate logical neighbor nodes receive the shityl@aomputation request, &l computations
can be conducted in parallel by the respectivesudéris allows additional optimization of the

retrieval process.

For example, consider the target Ui#<gender:male age:3Q residence:USA stored in &3-
dimensional hypercube. Assume tleats mapped to a locatiorb,(6, 7 in the hypercube. The
retrieval compares; with the candidate UMs in the locatiorts 6, 7), (5, *, 7), and b, 6, ¥,
where* denotes any possible value in the respective dsmenTo accomplish the search for all
the UMs stored in*( 6, 7), a node §, 6, 7 storing the target UM queries its immediate lagjic
neighbors, i.e., sends the descriptioncofo nodes 4, 6, 3 and 6, 6, 7. Upon receiving this
guery, these nodes autonomously perform three tipesa (i) forward the description of the tar-
get UM c; to their next logical neighbors, i.e., nod8s§, 3 and ¢, 6, 7, (i) compute the simi-
larity between the target UM and the UMs stored in their nodes, and (iii) bpobpagate the
similarity value to the location af over the same route by which the query was redeife a
result, the propagated similarity computation bodnallelizes the retrieval of most similar UMs
and distributes the required computational overteeadng the MLH nodes, i.e., among the users

managing these nodes.

The retrieval of togk most similar UMs is performed in a similar manrexcept a change that
the length of the set dRETRIEVED-UMsis limited to K. Since at any given point of time
RETRIEVED-UMsstoresK best candidates for being the most similar UMs, WMs stored in
the RETRIEVED-UMsset are sorted according to their similarity valwath theTARGET-UM
For this, everyfTEST-UMis inserted into th&RETRIEVED-UMsn a way that keeps the whole set
sorted. Figure 22 presents the pseudo-code olgbatam for retrieval oK most similar UMs.

Retrieve (TARGET-UM K)

(1) map TARGET-UMo the hypercube of dimension n

(2) assume the location of TARGET-UMs( c,,....Cc )

(3) let RETRIEVED-UMsbe a set of size K, initially empty

(4) for each dimension i from 1to n

(5) foreach X in the range of values for coordinate i

(6) let CURRENTDe the set of UMs stored in
the location ( C..eisC iy XC L yeensC L)

@ foreach  TEST-UMLICURRENT

(8) compute similarity (TARGET-UM TEST-UM

9) insert TEST-UMinto  RETRIEVED-UMss.t. RETRIEVED-UMs
is sorted according to the similarities of t he UMs

(20) return RETRIEVED-UMs

Fig. 22. Algorithm for Retrieving most Similar UMs

120



Let us denote byl the maximal number of coordinates in the locaidrthe candidate UM,
whose values are modified with respect to the tatt)d13. The above algorithms in Figures 21
and 22 retrieve an approximated set of the mostasitdMs, where the value of up =1 coor-
dinate is allowed to be modified. As can be seemfthe pseudo-code, the loop in li{@@ itera-
tively scans the dimensions one by one, whereadothe in the line(5) modifies the values
within the given dimension and retrieves the UMsuitively, the decision to limit the retrieval to
A=1 modified coordinates is motivated by the obseorathat a higher number of modified co-
ordinates is typically reflected in a lower simitarof UMs!. Thus, the probability of discovering

highly similar UMs decreases with the number of ified coordinates.

However, in certain conditions the retrieval withl modified coordinates may not be sufficient.
For example, consider retrieval with a low threshgl or retrieval aimed at retrieving a large
numberK of similar UMs. In this case, the retrieval witkl modified coordinates may not find
a sufficient number of UMs. Moreover, in a systenthva small number of stored UMs and a
large number of dimensions, such retrieval missasyJMs that would be retrieved by the tra-
ditional exhaustive retrieval. Hence, in these domas there is a need for a deeper retrieval,
where the values of>1 coordinates are allowed to be modified. In ordeadapt the algorithm,
the loop in the lind4) of the above pseudo-code should be replaced legtech loop, which al-
lows the values of multiple coordinates to be medifin parallel, and, therefore, retrieves UMs

with a higher number of modified coordinates.

For the sake of simplicity, the above algorithmsatlibe the retrieval of similar UMs over a flat
hypercube and not over the MLH. However, convertivgalgorithms to the MLH will have only
a minor impact. The only change that should bess&@ is that over the MLH, the search for the
modified values within certain coordinates paryiathkes place in other inner hypercubes. For
example, in 2-layered3-dimensional MLH, whose dimensions correspond &tuees {eature,
feature, featurg}+{ feature, feature, feature}, searches for the modified values within the co-
ordinates ofeature, feature, andfeature are handled in the inner hypercube, corresponiding

the values ofeature, feature, andfeaturg in the target UM. Conversely, searches for theimod

13 Note that the actual number of different featuakigs may be higher thahdue to the hashing collisions occurring
when the UMs are inserted into the MLH. In otherd® two UMs having the same coordinate valuesdargain
dimension may have different values of the featuthat dimension.
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fied values within the coordinatesfefaturg, feature, andfeature require accessing UMs stored
in the inner hypercubes, corresponding to otheresanf the outer hypercube, i.e., sibling inner

hypercubes.

For a system storiny UMs, the number of UM comparisons in the exhaestatrieval iSO(N).
Intuitively, the complexity of UNSO-based retrievallower, as the target UM is compared with a
subset of the stored UMs. The complexity of UNSQdahretrieval fori=1 is O(nk) wheren is
the number of dimensions in the MLH storing thegeéarUM, andk is the range of coordinates
within these dimensions (assuming that it is simiteall the dimensions of the MLH). Hence, for
n=10 Boolean coordinates, UNSO-based retrieval witfl conducts10x2=20 comparisons,
which is much lower than the potential maximal asatity of 2'°=1024. It is important to note
that in practice a much smaller number of UM coriguens will be performed. Due to the sparsity
of the data, not all the possible UMs differingyim 4=1 coordinate with respect to the target
UM are actually present in the MLH. Hence, the sl algorithm compares the target UM
with only those UMs that are actually stored in tlogles having up té=1 coordinates different.
In the general case offeatures mentioned in the unspecified descripdiotie target UM/ fea-
tures whose values are allowed to be modified,kgmaissible values for each one of the features,

the number of UMs that are compared is:

A iy n!
O(k"G) = I@—A!(n_m!)

In any case, the number of similarity comparisdrat tare actually performed in UNSO-based
retrieval is bounded by the number of comparisontghe exhaustive retrieval, and this occurs

when4 is equal to the dimensian

In summary, UNSO facilitates maintenance of theestoUM in a distributed hypercube-like
graph with a stable connected structure. Groupfragnoilar UMs in UNSO facilitates retrieval of
similar UMs through a simple expanding search. pheposed algorithm allows efficient and
accurate retrieval of similar UMs, while spreadihg required computational effort among the
users. In the next section we present and anahaesmpirical evaluation of the proposed re-

trieval algorithm.

¥ The similarity values depend only on the valueshef features used for the similarity computatioowdver, a
high number of modified coordinate values typicaligicates also on a lower similarity of the UMs.
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7.4 Experimental Evaluation

Storage of user modeling data in the state-of-theeeommender systems is typically based ei-
ther on ontology-based representation [Heckmaral. 2005] or on a representation dictated by
the needs of the system, such as application doarainrecommendation technique. Hence, the
representation and the terminology of the user mmuglelata are homogeneous and the proposed
UNSO approach is not required. Hence, for the ewxpertal evaluation of the proposed algo-
rithm, we used a set of real-life E-Commerce ads@ments. These advertisements can be con-
sidered as ephemeral content-based search UMbggpgdpresent the needs of the users for a
single search session. Since the advertisements mserted by different users and were de-
scribed in different ways, they mimicked the hegereeously represented UMs. With respect to
the above representation of UMs, the similaritydoasearch can be considered as a matching

functionality provided by the system, i.e., sedarhother users that offer the requested items.

To validate the proposed UM representation andekett algorithm, we collecte@ corpora of
such content-based UMs from the domaingeffigerators cameras televisions printers and
mobile phonegin short,mobileg. They were downloaded froimtp://www.recycler.conWeb-
site and manually converted to the form of an ucified list. For example, an advertisement
“Philips 50FD995 50" plasma television, new in b&4800” was converted to the unspecified
description rice:4800, manufacturer:Philips, model:50FD995resn:plasma, size:50, condi-
tion:new, in package:trie The conversions were performed so that the teeswduld be as close

as possible to the original contents of the adsemients and the respective UMs.

Table 10 presents various statistical propertiethefcorpora and features that appeared in the
corpora. These properties include: the total nunolbésMs in a corpus ((UMs' column in Table
10), the number of unique features from every tyy@ appeared in a corpus (‘features' column,
and its subcolumns 'Boolean’, 'Numeric', 'Free-FaXt and 'total’), the number of occurrences of
variousfeaturg:valug pairs for every feature type in a corpus (‘Numtifgpairs' column, and its
subcolumns 'Boolean’, 'Numeric', 'Free-Text FTd &otal’), and the percentage of tlea-
ture:value pairs from every type in a corpus (‘% of pairduom, and its subcolumns 'Boolean’,
'‘Numeric,' 'Free-Text FT', and 'total). The numbkpairs is an important indicator of the corpus

incompleteness. For example, if every UM in thepagrof refrigerators was described by all the
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available features, then the corpus should contatotal 61*2+61*4+61*4=610 featurg:valug

pairs. However, the corpus contains o2 pairs.

Table 10. Distribution of Features in the Corpora.

Corpus UMs Features Number of pairs % of pairs
Bool. | Num. | FT |total| Bool. | Num. | FT | total | Bool. | Num. | FT
refrigerators 61 2 4 4 10 22 117 115 254 8|6 46.5.34
cameras 65 2 5 g 13 5 128 132 260 19 4.3 pH0.8
televisions 76 1 3 717 11 3 148 135 286 1.0 51.8 47.2
printers 94 5 2 4] 11 48 100 298 441 109 227 66.4
mobiles 130 3 1 5 9 70 130 383 583 120 2p.3 B5.7

We analyzed statistical properties of the featimethe corpora. Table 11 summarizes the types

and the names of the features in each corpus,uimber of their occurrences in the UMs from

the given corpus (denoted in Table 11djy the number of different values for each fea{gale

noted in Table 11 by, and the total number of occurrences and valaeshe features from

every type in every corpus (thetal row in Table 11).

Table 11. Distribution of Features and Values fiffierent Types in the Corpora.

Corpus | refrigerators cameras televisions printers mobiles
name | O [i| name | O [y| nNname | O [Vy| name | O | i | name | O |V
delivery | 6| 2 package| 3| 2 package| 3| 2 cable 5| 2| charger] 512
ice-maken 16| 2| video 2| 2 ink 19| 2 | manual | 142
manual| 6 2 SIM 5 |2
Boolean —
softwarel 7 2
toner | 11 2
total 22|2| tota 52| tota 32| total |48 2 total 70]2
age 116| memory| 8| 4 price | 76|51 age 6| 2 price | 13@5
price | 61|28 price | 6537 size 7020 price | 94|38
. size 3825|resolution| 12|7| year 2|2
Numeric
warranty | 7 | 2| warranty | 2 | 2
zoom | 3612
total [117/61] total |123/62] total |148(73] total [100{40| total [130/45
color | 23|/8| body 4| 4 color 5 | 4| condition| 62| 14| case 174
condition| 39| 9| condition| 28|10 condition| 42 |11 manufact] 91| 13| condition| 75|13
manufact] 50|15 flash 6 | 4 manufact| 68|21 model | 85 79| manufact{12916
Free- model | 3] 3 focus 6| 2 material | 11/1| type 55 4| model | 1263
Text manufact| 63 221 model | 5| § network | 413
type 255| ratio 312
type 1| 1
total [11535 total [132/47] total |135/45 total [293]110] total [383]|99

An UNSO-based model for storage and retrieval ofsUlMas implemented using in Java. In the

implemented prototype, every corpus was assigrsgparate MLH. Versio.0 of WordNet was
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used to standardize the terms in the unspecifigifes and values. The number of dimensions in
the MLHs was not limited, i.e., it was equal to thanber of different features mentioned in the
UMs, as shown in Table 10. The cardinality of theHMdimensions, i.e., the range of coordinate

values in each dimension, referred tcas], was set ta'.

There is a tradeoff between the valuecafd and the performance of the system. On the one
hand, low values afard increase probability of hashing collisions, whiwve different values of
the same feature are mapped to the same numeridicate in a certain MLH dimension. As a
result, retrieval capabilities of the system arempared, since the system may retrieve UMs that
are located in close locations due to the hashallisions, whereas their contents are actually
different. In addition, low values afard may impair the distribution of UMs among the MLH
nodes and lead to high computational overheadtheasumber of comparisons in every node
increases. On the other hand, high valuesaod may generate large and sparse MLHs, which are
hard to maintain in a pure decentralized P2P enment. The value of was chosen for the pur-
poses of keeping the size of the MLHs reasonablgllsmwhile allowing the system to demon-

strate reasonable performance capabilities (a usimis of [Ben-Asher and Berkovsky 2006]).

7.4.1. Grouping of Similar User Models

One of the basic properties of UNSO-based MLH &s gghoperty ofgrouping i.e., the fact that
similar UMs are mapped by UNSO to close locatidrtss experiment was aimed at validating
this property for thé corpora of UMs. As no explicit distance metric fbe locations of UMs
was defined, we assess distances between a pdiMsefin UNSO by the number of modified

coordinates in their locations.

In every execution of the experiment, one of thedUhas selected to be the target UM. For each
one of the other UMs, the number of modified cooatits4 with respect to the target UM and
the similarity of the UMs were computed. The expemt was repeated for each UM in the cor-
pora acting as the target UM. The overall simijaoit UMs for a given number of modified coor-
dinates1 was computed as the average similarity of UMs ¢erdifferent executions and target
UMs. Figures 23 and 24 show, respectively, theayesimilarity of UMs and the percentage of
UMs located at a certain number of modified cocaiths/ for the above five corpora. The fig-

ures shows percentage of UMs and average simifarity ranging from1=1 to 4=9.

125



B refrigerators |

cameras

0.6 1 M televisions |
= ori

05 1 ] prlnt_ers
B mobiles

o o A,
(T T T
]

Fig. 23. Average Similarity of UMs for Various Vals of4.

35

@ refrigerators
cameras

30

m televisions ||
printers
£ mobiles —

R

&
g
?
2

N T

o
B>
1l
o
B>
i E
N
B>
1l
o
B
I
©

A=1 A=2 A=3 A=4 A=

Fig. 24. Percentage of UMs for Various Values!of

Figure 23 shows that the average similarity of Uktsnotonically decreases with the number of
modified coordinateg!. This validates our basic assumption regardinggtteeiping of similar
UMs in UNSO-based MLH, as the average similarityJdfis with a small number of modified
coordinates is higher than the average similafityds with a large number of modified coordi-
nates. Although there is a certain difference betwie similarity values in various corpora (the
reasons will be discussed later), the general shen regarding the monotonic decrease of the

average similarity of UMs is valid for all the coma and for all the values df

Despite this, we should note that this observasantuitive, since the similarity of UMs depends
not only on the number of the modified coordinatebut also on the specific features and values
in the UMs. For example, consider two pairs of UMss=<age:3Q residence:N¥ and
c,=<age:3(Q residence:CA, andcs=<age:3Q children:2> andc,=<age:31] children:3>. Assum-

ing that there are no hashing collisions in the piag of UMs to the MLH, the number of modi-
fied coordinates betweean andc; is 4=1, while betweerc; andc, it is 4=2. However, comput-

ing the similarity of UMs shows that the similariay c; andc; is lower than the similarity afs
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andcs. This is explained by the different types of teatin the UMs, as the modified feature
betweenc; andc; is a Free-Text feature, while betwegnandc, they are Numeric. Thus, the

value of4 is only an intuitive indicator regarding the siamity of UMs.

As can be seen in Figure 24, the percentage of ldb#ged at a certain number of modified coor-
dinates4 shows a bell-curve behavior in all the corpora. &tow value of4, the percentage of
UMs is low. Then, the percentage of UMs increasel s and finally it decreases, as the per-
centage of UMs with a high number of modified caoates/ is low. Note that there is a differ-
ence between the percentages of UMs for a ceftamthe corpora, as the bell curve of the tele-
visions corpora is shifted towards the low valuéstan comparison to the other corpora. For
example, foru=1, 4=2, and4=3 the percentage of UMs in the televisions corpusgasificantly
higher than in the other corpora. Conversely, ighér values oft, it is lower than in the other
corpora. This means that the percentage of UMs avittwer number of modified coordinates in
the televisions corpus is higher that in the ottwpora, i.e., television UMs aggouped better
and generate a denser structure than the otheoreorphe reasons for this behavior will be ex-
plained later through an analysis of various siatisproperties of the UMs in the corpora. This
characteristic of the television UMs will affecietiperformance of the proposed retrieval method

as will be discussed later.

7.4.2. Retrieval Capabilities

This experiment was designed to evaluate the acgufathe proposed UNSO-based retrieval. In
each execution, one UM was selected to be thetteiige and the retrieval was conducted in two
ways. First, we retrieved the true $&tof the most similar UMs using a traditional exhares
retrieval of UMs, whose similarity was above a gitaresholds. Second, we retrieved the ap-
proximated set of the most similar UNRs using the proposed UNSO-based retrieval algorithm.
Finally, two retrieved set® andR, were compared. This process was repeated forpzdible

target UM for a number of times equal to the nunddddMs in the corpus.

7.4.2.1 Recall Experiments

The accuracy of the proposed algorithm was evaduasing therecall metric, adapted from In-

formation Retrieval [Salton and McGill 1983]. Rddal computed as the proportion of the rele-
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vant documents retrieved by a system as a resalsefrch query out of all the documents known
to be relevant to the query. In other words, tloaltevas computed by dividing the cardinality of
the UM set retrieved using UNSO-based retrievath®y cardinality of the set retrieved by the
exhaustive retrieval. AR is the real set of UMs with the required simikarithis metrics is de-

noted as the recall of the retrieval.

recall =—*

IR

Note that UNSO-based retrieval scans only the UiMged in close vicinity to the target UM.

Thus, the seR, retrieved by UNSO-based retrieval may be only lasstiof the set of the most

similar UMsR; retrieved by the traditional exhaustive retrievidlis can be explained by the ob-
servation that in UNSO-based retrieval some UMs maynissed if they differ from the target
UM in a number of coordinates greater thgn.e., when mapped into the MLH, the UMs were
stored in the nodes having more thatifferent coordinates from the node of the targkt.lAs a

result, the recall values are lower than or equal t

The experiment was repeated for a number of tingesleto the number of UMs in the corpora
and the overall recall values were computed byagiag the recall values obtained for every tar-
get UM. Figure 25 shows the values of the recalh &gnction of the similarity thresholgl (the
higher it is, the better is the required similgriand the maximal allowed numbers of modified
coordinates1 for different corpora. The horizontal axis reprgsethe values of the similarity
thresholdg, while the vertical axis represents the level efall. For each corpus we plot five
graphs, for=1, 2, 3, 4, andb.

It can be seen that the recall of the retrievaiagelated with the number of allowed modified
coordinates!. For low values off, the number of UMs considered by UNSO-based reglig.e.,
UMs differing in at most coordinates from the target UM) is low, and sirRR¢ ip constant, the
recall values are low. Increasivgexpands the search space, the search comparesgae UM
with more UMs,R, grows, and consequently the results of UNSO-baggadoximated retrieval
get closer to the results of the exhaustive reditie&s a result, the recall increases for highdy va
ues of4 and it converges faster to the maximal valud,afe., the optimal recall is obtained for

lower values of3. This observation is true for all the corpora.
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Fig. 25. Recall of the Retrieval vs. the SimilarTigresholds for Various Values ofl.

For a low similarity threshol@ and especially for low values df the recall values in most cor-
pora are low. This is explained by the observati@t the UMs, whose similarity with the target
UM is low, may be located not only in close vicindf the target UM, but also in farther loca-
tions and may have many different coordinates. Aesalt, the approximated UNSO-based re-
trieval may miss them, whereas the traditional eshiae retrieval discovers them. Thus, for low
values off the recall is relatively low and UNSO-based refigas not appropriate. However, this

issue is of a minor importance in real-life systemiere the retrieval is aimed at finding only the




When £ increases, which is the most important situatimnsimilarity-based retrieval, the UMs
with a low similarity are filtered out by the existive retrieval, and since the set of UMs consid-
ered by UNSO-based retrieval does not change élways a set of UMs having up focoordi-
nates different from the target UM), the overaliak increases. Thus, for high valuespoboth
the retrieved sets are very close and the recallerges tdl. This means that for high, the set

of UMs retrieved by UNSO-based approach is almiesttical to the set of UMs retrieved by the

traditional exhaustive approach, whereas the requaomputational effort is smaller.

Note that the precision of the retrieval is alway®recision is computed as the proportion of the
relevant documents retrieved by a system as atrefsalsearch query from known corpora out of
the all documents retrieved by a system as a resaltsearch query. Since all the UMs retrieved
by UNSO-based approximated retrieval are abovegiven similarity thresholgs, the precision

of the retrieval always reaches its maximal valtig.o

Although the recall increases withand converges ta faster with the increase uf, there is
some difference between the behaviors of recaliffierent corpora. The major difference can be
observed at the low levels of the threshil@s for high levels @f the recall is close ttb in most
corpora. For the low values gf the proposed approximated retrieval considerg argdmall por-
tion of potentially similar UMs. Hence, many potafly similar UMs are missed by the retrieval
and the recall is low. In this order of magnitude £, the recall values vary significantly across
different corpora. To compare them and draw medunirgpnclusions, we plot in Figure 26 the

recall curves for different corpora as a functid éor a fixed value of1=3.
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As can be seen from Figure 26, the behavior ofllrétall the corpora is similar, as the recall
values increase with. Comparison of the recall curves for differentpmra shows that there are
3 groups of corpora. The first group includes thepas of televisions, which demonstrates the
best recall and outperforms the other corpora.sdwend group includes the corpora of refrigera-
tors and cameras, which demonstrate moderate nesdaks. Finally, the corpora of printers and
mobile phones belong to the third group and demnatesthe lowest recall values. To understand
the differences in the recall behavior, we willgget later an elaborate analysis of the statisfics

features and values within the corpora, which vei@vn in the Tables 10 and 11.

7.4.2.2 Precision Experiments

In addition to the recall experiments, we also carteld experiments evaluating the precision of
UNSO-based retrievEl Since measuring the precision implies limiting et of retrieved UMs,
this experiment was conducted using khenost similar UMs variant of the retrieval. Let des-
note byR. the set oK UMs retrieved by the exhaustive retrieval, andRpyhe set oK UMs re-
trieved using UNSO. Given the local nature of UNB&>ed retrieval, the two sets are not identi-
cal. As a result, UNSO may retrieemost similar UMs that include only part of thelre@st
similar K UMs found by the exhaustive search. Thus, theigimtmetric in this case is defined

as the relative part of the rd@lmost similar UMs retrieved by UNSO-based retrieval

precisionleJm RI_IRn R
R | K

In each execution of the experiment, a single tdu)é¢ was chosen. The overall precision values
were computed as an average of the precision vétwesach target UM, where the number of
executions was equal to the size of the corpushinexperiment we conductéd most similar
UMs retrieval, i.e., we retrieved UMs, whose similarity to the target UMs was highasd
|Ry|=K. Figure 27 shows the values of the precisiontierabove corpora as a functionkgffor
different numbers of the maximal allowed modifiexbrdinates1. The horizontal axis stands for
K, the number of the most similar UMs to retrievéjles the vertical stands for the precision val-

ues. For each corpus we plot five graphsffet, 2, 3, 4, andb.

15 n fact, this metric is not a classical precisibot Precision@K [Salton and McGill 1983], as tkéieval is lim-
ited toK most similar UMs. For the sake of clarity, thistriteis referred to as precision.
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Similarly to the threshold retrieval, the precisiointhe retrieval is correlated with the number of
modified coordinategl. For low4, the number of UMs considered by UNSO-based retties

low (note the percentage columns for lawin Figure 24). In many cases this number may be
lower than the number of UMs to retrieve and higlues of precision cannot be achieved, re-
gardless of the similarity of UMs. Increasing thember of the number of modified coordinates
expands the search space and increases the nufiibbstsahat are considered. Thus, for higher

values of4 the precision is higher and close to the optintatision value ofl for lower values

of K (i.e., retrieval of highly similar UMs). This olsation is true for all the corpora.
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The behavior of the precision for all the corp@aimilar. For low values df, i.e., retrieval of
highly similar UMs, the precision is high and tletssof UNSO-based retrieved UMs and the real
set ofK most-similar UMs found by the exhaustive retrieasd similar. The precision decreases
for higher values oK and lower threshold of similarity. This is explathby the observation that
the set of UMs considered by UNSO-based retriemahfcertain value of is fixed, and the simi-
larity of the UMs in this set may not be sufficigot a large value oK. Thus, increasing the
number of most similar UMs to retrieve causes tgerghm to retrieve less similar UMs, and the
precision of the retrieval is hampered. It showdhbted that practical systems typically retrieve a
small number of highly similar UMs. Hence, the aexy of the proposed retrieval should be

evaluated at these valueskagfwhere the precision of the retrieval is high.

To compare the precision of UNSO-based retrievalifferent corpora, we plot in Figure 28 all
the available precision curves as a function otimlper of retrieved UMK for a fixed value of
4=3. The behavior of the curves is similar, as thecigien values decrease wikh Similarly to
the recall, also the precision allows partitionthg corpora int® groups. The refrigerators cor-
pus belongs to the group, where the precisiongbdst. It outperforms the group of refrigerators
and cameras corpora, whose precision is similae Wbrst precision is demonstrated by the
group of printers and mobile phones corpora, whpseision values are almost identical. In the
following subsection we analyze various statistimadperties of the UMs in the corpora for the

purpose of understanding the differences betweerdhpora in terms of precision and recall.
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7.4.2.3 Analysis

First, we would like to stress the reason for reaat precision not reaching their optimal value
of 1 for low values off and high values i, i.e., retrieval of not only highly similar UMs.i&n

a corpusC and the target UM, the exhaustive retrieval athanicompares it with all the UMs in
the corpus, i.e., withC| UMs. Alternatively, the approximated UNSO-basediegtl compares it
with the UMs having up tdl different coordinates only. As a result, the numbietUMs consid-
ered by UNSO-based retrieval, denoted@y is smaller thaC|. The lower is the ratifCy|/|C|,

the higher is the probability that recall and pseam will not reach their optimal values bf

Practically, this may happen for two reasons: (@) enough UMs are considered, i.jCy| is
smaller than the number of UMs with the similardiyove the required threshoil or |Cy| is
smaller tharK, the number of the most similar UMs to be retrivend (2) the considered UMs
are not sufficiently similar, i.e., among the calesed UMs there are not enough UMs with the
required similarity, or the considered UMs are siatilar to the extent that will allow them to be
included in the real set & most similar UMs. Thus, low retrieval performans@xpected when
the number of UMs that should be retrieved is high, either for a high value &f or for a low
similarity thresholds. On the contrary, the proposed UNSO-based retradgarithm is expected
to be accurate and highly effective for retrievangmall number of highly similar UMs, since the
similar UMs are typically located in the locatiomaving a small number of different coordinates

A4, and they will be found and considered by the pse retrieval algorithm.

Although both the values of recall and precisioa laigh for retrieving only a small set of highly
similar UMs, a certain difference between the bé&ravof the proposed algorithm in different
corpora can be observed. To understand it betteramalyzed the correlation between various
statistical properties of the data in the corpord the performance of the approximated retrieval
algorithm. We identified two factors that may affélse retrieval capabilities, both in terms of
recall and precision. These factors reflect thériBistion of the unspecified pairs and specific

values in the corpora:
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Average number deaturg:valug pairs in an UM, further denoted pgirsym. This number is
computed by dividing the total number of pairs thppear in the UMs of a given corpus by
the number of UMs in this corpus. Since the apprated retrieval of UMs is conducted
through modifying the values of up hcoordinates, a low value @lairsyy in a corpus al-
lows the search to discover and consider more gatgrsimilar UMs. In fact, if a corpus has
a low value ofpairsyy, then two arbitrary UMs are described, on averages small number
of different pairs. Hence, it is more likely thabdifying a small number of coordinates in one
UM will allow the proposed retrieval algorithm tesdover the other UM. As more UMs are
discovered by the retrieval, more candidates famgene of the similar UMs are considered
and compared, and the retrieval capabilities aggrared. Alternatively, in a corpus with a
high value ofpairsym, for a given number of maximal modified coordirsat® a smaller
number of UMs havingl coordinates different from the target UM is disa@ek and the re-
trieval capabilities are hampered. As a resultjeeal capabilities of the proposed UNSO-
based retrieval improve with the decreaspaifsyw.

Variability of values within the features in a cagy which intuitively indicates how different
two values of a given feature are expected to he.cbmputation of the variability should be
treated separately for different types of featuassit highly depends on the similarity metric
being exploited. For example, for Boolean and Hregt features, where the similarity is
computed through the exact matching check, thealdity varsr is correlated with the num-
ber of possible values of a feature. Converselgh@Numeric features, where the similarity
is computed by dividing the difference between watues of a feature by the maximal dis-
tance within this features, the variabilitgry,m is correlated with the variance of values of a
feature. When the variability of a feature is laetrieval with a fixed number of coordinates
that are allowed to be modified considers a largenber of UMs. Since the set of UMs re-
trieved by the exhaustive search remains unchang®ti, the precision and the recall im-
prove. Alternatively, when the variability is higlgature values are distributed across the re-
spective dimension, the organization of UMs is spaand the retrieval capabilities are ham-

pered.

In order to show the correlation between the stesisproperties of the data and the retrieval ca-

pabilities, we computed the valuesp#irsyy, and variability for the Free-Text and Numeric-fea
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turegs. varer of a corpus was computed as a weighted averatfeeafumbers of possible values
of all the features that appear in a corpi@snum was computed as a weighted average of the nu-
meric variability, i.e., standard deviation of tberpus features divided by their maximal differ-

ence. Table 12 shows the valuepairsyy, varer andvarymin the different corpora.

Table 12. Statistical Properties of Data in thepooa.

corpus |refrigerators| cameras | televisions| printers mobiles

pairsym 4.164 4.000 3.763 4.692 4.485
vargt 8.750 8.250 6.429 27.500 24.750
varnum 0.262 0.262 0.235 0.292 0.308

We have computed the correlation between thesedtals and the recall of the proposed UNSO-
based retrieval. The average recall, computedasavbrage of the recall for various valueg of

is strongly negatively correlated with these thiedicators. For example, foi=3 the average
recall has a correlation 60.8& with pairsym (significancep=0.024), of -0.765 with vargr
(p=0.066), and of-0.944with varyym (p=0.008. Note that2 out of 3 correlation values are statis-
tically significant, as significance [#<0.05. It should be highlighted that similar correlasoran

also be observed with the recall of the proposgdrahm for other values .

It can be seen that boffairsyy and variability of the televisions corpora is thevest, while the
precision and the recall in this corpus are théads The next is a group of the refrigerators and
the cameras corpora, whepairsyy and variability are higher and the retrieval cali#s are
worse. Finallypairsym and variability for the group of the printers andbile phones corpora are
significantly higher. Accordingly, their precisicend recall are the lowest. These correlations
between various characteristics of the data inctirpora and the values of the recall and preci-
sion explain the differences in the retrieval caltgds of the proposed algorithm. To understand
fully the differences in the performance of the goeed retrieval across different corpora, the

distribution of the feature types in the corpotawsn by Table 10 should be also considered.

It also worth noting that when applying the progbsetrieval, one must tune the number of al-
lowed modified coordinated to the average number of pairs in a corpus. Famge, consider
the approximate#-best retrieval and assume that we are interestagrecision greater th&n8

for retrievingK=5 most similar UMs. Figure 25 shows that for thevedions corpus with a low

value ofpairsym, a search withi=2 modified coordinates will be sufficient. Howevéoy refrig-

16 The variability of the Boolean features was nanpated here, as they have only two values: andfalse
136



erators and cameras, having larger valugsagfyy, we need to search with=3 different coor-
dinates. Finally, for the printers and mobile ph®gerpora with even higher value dirsym, a

deeper search with=4 modified features is required to obtain a siméecuracy.

7.4.3. Computational Optimization

The main goal of the UNSO-based retrieval was torelse the number of comparisons per-
formed during the retrieval process, while maintegnreasonable quality of results. The compu-
tational effort is reduced by exploiting the graugpimechanism of UNSO, where the target UM
was compared only with the UMs with at mdstodified coordinates, instead of with the whole
set of UMs. Moreover, as the UMs are stored distiely, the comparisons are performed at the
connected users, not involving any central proogssthis resolves a possible computational

bottleneck in the central processing and allowstexhdl spreading of the computational effort.

This experiment was aimed at comparing the numbegquired comparisons for exhaustive and
UNSO-based retrieval. In each execution of the gxpnt, a single target UM was considered,
the sets of the most similar UMs were retrievechgidNSO-based retrieval, and the number of
UMs compared during each retrieval process, he.number of UMs considered, was computed.
The experiment was repeated for the number of tiagesl to the number of UMs in the corpora
and the overall number of comparisons was compasean average of the numbers of compari-

sons for each target UM.

Table 13 shows the average number of comparisoasingle UNSO-based retrieval, denoted by
comp in different corpora for different values of theaximal allowed number of modified coor-
dinates1=1, 2, 3, 4, and5. Note that the number of comparisons is not aéfgdty the value of
the threshold@s, but only by the allowed number of modified comates4. This number should
be compared to the number of comparisons in tltitimaal exhaustive retrieval, denoted dxh
which is equal to the number of UMs in the corpususl (the target UM is not compared to
itself). To allow easier analysis of the result® gomputed the relative number of comparisons
that were conducted in UNSO-based retrieval bydilig compby exh It is denoted in the Table
13 by%.
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Table 13. Number of Comparisons in the ApproximdRedrieval.
corpus |exh A=1 A=2 A=3 A=4 A=5
comp % |compg % |comp % |comp % |comp %
refrigerators| 60| 0.92(1.53| 4 |6.67/11.8419.7324.3940.6640.4667.43
cameras 64|1.16|1.83]4.98|7.79|13.4521.0129.7846.5446.3172.36
televisions |75]10.1313.5130.2440.5243.7958.3957.7677.0268.9291.89
printers 93]/0.45|0.48| 3.15| 3.39|13.8514.8936.6639.4264.87169.76
mobiles 1291.74|1.35|7.71|5.98|21.5716.7257.2944.4195.4573.99

The results show that in all the corpora the nunob@omparisons in UNSO-based approximated
retrieval is lower than in the traditional exhaustiretrieval. The number of comparisons in
UNSO-based retrieval increases with the allowed memof modified coordinates. This is ex-
plained by the fact that for higher valuestothe retrieval is expanded and more candidate UMs
are compared. However, it can be seen that even=for where the precision and the recall are
very high, the number of required comparisons irddNbased retrieval is lower than in the tradi-

tional exhaustive retrieval.

The results also show that for any valuetpthe relative number of comparisons in the refage
tors, cameras, printers and mobile phones corgad@ier than in the televisions corpora. This is
explained by the smaller number of average paiesl irs the description of the television UMs.
These results also stress the results shown ird-@dy, where for a low number of modified co-
ordinates4, the UMs from the televisions corpus generaterseéestructure than the UMs from

the other corpora.

Returning to the above sample retrievakKef most similar UMs with the precision greater than
0.8 we note the following computational gain. In tekvisions corpus, the required search with
A=2 modified coordinates compares the target UM wplpraximately40% of the UMs that
would be compared in the exhaustive search. Silypilsearch with=3 modified coordinates in
the refrigerators and cameras corpora comparesghtapproximately20% of the UMs, while the
search withi=4 in the printers and mobile phones corpora compappsoximatelyt0%-45%of
UMs. Thus, even for these restricting conditions pgroposed UNSO-based approximated re-

trieval improves the computational overhead ofttaditional exhaustive retrieval.
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The results of this experiment show the trade-effneen the retrieval capabilities of UNSO-
based retrieval and the computational optimizabieimg achieved. It can be seen that the highest
recall and precision for the televisions corpora alotained at the expense of a larger number of
comparisons conducted during the retrieval prodesthe other corpora, the values of the preci-
sion and the recall are lower, and also the numb&omparisons. In summary, combining the
results of this experiment with the results of te&ieval experiments allows us to conclude that
the proposed UNSO-based retrieval, tuned to thesttal properties of UMs in the corpus (1)
decreases the number of comparisons at the rdtoé¥iae most similar UMs, while it (2) keeps
reasonably good retrieval capabilities, both imigiof the precision and the recall, with respect to

the original set of the most similar UMs retriewesing the traditional exhaustive retrieval.

7.5 Summary

This section presented an approach to pure deteattaP2P storage of UMs over a multi-
layered hypercube (MLH) graph built using the UN&fied Ontology (UNSO). UNSO facili-
tates relatively free descriptions of user modetliatg, as they are described using a flexible list
of featurg:valug pairs, where neither the features nor the resgeetlues are restricted by any
a-priori defined ontology. The basic observatioat tiNSO inherently supports grouping of simi-
lar UMs was validated by the initial experimentstlos section. The average similarity of UMs
decreased with the number of modified coordinaféss observation, in turn, facilitated the de-
velopment of an approximated algorithm for effidieatrieval of the most similar UMs. This
algorithm can be schematically described as aikedisearch among a subset of UMs, located in

a close vicinity of the target UM, as these UMssupposed to be similar to the target UM.

Retrieval experiments, conducted over five corpdnaeal-life E-Commerce advertisements mim-
icking ephemeral content-based search UMs, shohadite approximated retrieval succeeds in
retrieving the most similar UMs. The sets of UM#isved by the traditional exhaustive and the
proposed approximated retrievals are very simparldw values oK nearest neighbors or high
values of the similarity thresholf i.e., for retrieval of highly similar UMs. In adibn, the re-
quired computational effort measured by the nundfezomparisons is lower than in the tradi-

tional exhaustive retrieval. We would like to sige@spractical observation that since real-life ap-
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plications are typically aimed at retrieving a lomember of highly similar UMs, the good per-

formance demonstrated by the proposed approachiforange oK is especially important.

We also conducted an elaborate analysis of varstasstical properties of the user modeling
data, aimed at understanding the differences imp#r®rmance of the proposed approach. This
analysis allowed us to draw conclusions regardiegspecific conditions and parameters, such as
f, K, and4, where the proposed approximated retrieval islizigkneficial, as it will succeed in
conducting both accurate (in terms of precision awdll) and efficient (in terms of the number
of comparisons) retrieval. We would like to strésat these parameters should be tuned accord-
ing to the statistical properties and distribut@frthe available user modeling data stored by the

system.
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Chapter 8. Privacy Aspects of the Mediation

Managing UMs in recommender systems implies thaesqreal (and possibly sensitive) informa-
tion about the users is collected, stored and uBadacy is an important challenge facing the
growth and wide acceptance of various E-Commerpdcss in general, and recommender sys-
tems in particular [Brier 1997]. Many systems magily violate users' privacy by misusing (e.g.,
selling or exposing) users' private information fbeir own commercial benefits. As a result,
users, who are aware and concerned about suchenigisain from using them, to prevent any

potential exposure of sensitive private informatiGnanor et al. 1999].

Privacy hazards for recommender systems are aggrhby the fact that accurate recommenda-
tions require large amounts of personal data. kamgle, the accuracy of collaborative filtering
recommendations is correlated with the numbermflar users, number of ratings in their UMs,
and the degree of their similarity [Sarwar et &0@]. Thus, the more accurate the UMs available
to the system (i.e., the higher is the number thga stored in the UM), the more reliable the
recommendations. Hence, there is a clear tradbeatifeen the accuracy of the recommendations

provided to the users and their privacy.

This trade-off is aggravated even more by introdgdhe mediation of UMs. On the one hand,

mediation can improve the UMs available to theaysand increase their accuracy; on the other
hand, it inherently introduces a severe privacybine as the mediation implies that the UMs are
to be shared and exchanged between multiple reconensystems. Hence, this poses an impor-
tant challenge: developing techniques that will iaye the privacy-preservation aspects of the

mediation, while still allowing the systems to eanlge and enrich their UMs.

Several techniques for privacy-enhanced recommem$ain general and privacy-enhanced col-
laborative filtering in particular, were proposedthe past. For example, in [Canny 2002] the
authors proposed basing privacy preservation oa gacentralized Peer-to-Peer (P2P) communi-
cation between the users. The study suggestedrigroommunities of users, where the overall
community reflects the preferences of the undeglyisers, thus representing the set of users as a
whole and not as individual users. Alternatively,[lPolat and Du 2005] the authors suggested

preserving users' privacy on a central server ldyngduncertainty to the data. This was accom-
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plished through using randomized data obfuscagghrtiques that modified the original content
of the UMs. Hence, the data collector or attackes ho reliable knowledge about the true ratings
of individual users. That work showed that obfusgatechniques did not considerably reduce

the accuracy of the generated recommendations.

This section elaborates on the idea of combinirgaihove two techniques, as initially discussed
in [Berkovsky et al. 2005a]. It proposes enhandimg privacy of collaborative filtering through
(1) substituting the commonly used centralized atmrative filtering system by a virtual P2P
one, while (2) adding a degree of uncertainty #® dlata through modifying parts of the UMs.
This introduces a pure decentralized setting, whetiwidual users participate in the virtual P2P-
based collaborative filtering system and exchargger tUMs in the following way. The users
separately maintain their UMs in the form of raingectors containing the ratings of the users on
the items. Recommendations are requested by acsiees through exposing parts of their UMs
and sending them as part of the recommendatiorestgOther users, who actually respond to the
request, expose parts of their UMs (i.e., the gation the requested items), and send them to the
active users, jointly with the degree of similarditgtween them and the active user. Note that the
degree of similarity between the users was complbiésed on the ratings stored by the users and
parts of the UM of the active user, received wiite tecommendation request. The active users
collect the responses from the other users, salestibset of the most similar users as the

neighborhood, and aggregate their ratings forécemmendation generation.

In this setting, the users are in full control béir personal sensitive information stored in their
UMs. Hence, they can autonomously decide when amdth expose their UMs. In particular, the
users may decide which parts of the UMs should lifascated before exposing them and may
actually modify parts of their UMs to minimize exquwe of their personal data. As a result, the
proposed approach on the one hand enhances usasypwhile on the other it still allows them
to participate in collaborative filtering and supprecommendation generation initiated by other

users.

In the experimental part of this section, the aacurof the proposed privacy-enhanced collabora-
tive filtering is evaluated using three publiclyagable collaborative filtering datasets: Jester
[Goldberg et al. 2001], MovieLens [Herlocker et 4D99] and EachMovie [McJones 1997].
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Thus, the experiments are conducted with both dérester) and very sparse datasets (MovieL-
ens and EachMovie). Initial experimental results db the datasets demonstrate that relatively
large parts of the UMs stored in the datasets eandfuscated without significantly hampering

the accuracy of the recommendations.

The experimental results raise a question regari@gmportance of certain ratings for the accu-
racy of collaborative filtering recommendationsth&lugh collaborative filtering is considered a
solid and well-studied recommendation techniquepnor evaluations have tried to understand
which ratings are important to the accuracy ofdgheerated recommendations. This is important
in the context of privacy, as the users may hafferént concerns about the potential exposure of
their data. This implies that the quantity of theer’s personal data, which is exposed to other
users, or to the recommender system, must be atlaptordingly. For this, additional experi-
ments aimed at analyzing the impact of data obtimtan different types of users and ratings
have been conducted. The results of the experimedisate that the accuracy of collaborative
filtering recommendations is mostly influenced byireme ratings, i.e., ratings with extremely
positive or negative values that are significauwlifferent from the average rating in the dataset.
Hence, these parts of the UMs are the most valuablgenerating accurate recommendations,
and they should be made available to the systemotret users. On the other hand, very little
knowledge about the users may be derived from thadrage ratings and, therefore, usually there

is no need to expose these parts of the UMs.

This section also presents the results of an eafdoy survey examining the users' attitude to-
wards the above privacy-preserving collaboratiltering using the UMs obfuscation. This was
done by correlating the usefulness of a certaim kahrating for the accuracy of the generated
recommendations with the users' attitude to exgosuch ratings. The results of the survey con-
firm our conclusion that the extreme ratings, whach more important for the recommendations
generation than the moderate ratings, are alsoidenesl more sensitive by the users. In some
sense, this is a negative result showing that tiseme simple way to increase the accuracy of the
recommendations without exposing sensitive ratinghie UM and it confirms again how diffi-
cult it is to optimize both the accuracy of theamenendations and sense of privacy of the users.
Another outcome of the survey is in showing that gisers' attitude to exposing their ratings im-

proves as a result of applying data obfuscation.
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The rest of the section is organized as followstiSe 8.1 discusses the privacy issues in collabo-
rative filtering and recent works on distributedlaborative filtering. Section 8.2 presents the
privacy-enhanced decentralized collaborative fiigrusing the UMs obfuscation. Section 8.3
presents the experimental results evaluating tbpgsed obfuscation approach. Section 8.4 pre-

sents the users' survey and analyzes its resaotisSection 8.5 summarizes this section.

8.1 Privacy-Enhanced and Distributed Collabor ative Filtering

Centralized collaborative filtering poses a seuareat to users' privacy, as personal information
collected by service providers can potentially ta@s$ferred to untrusted parties. Thus, most users
will not agree to divulge their private informati¢@ranor et al. 1999]. These concerns cause
many users to refrain from the benefits of persardlservices due to the privacy risks. For ex-
ample, a survey showed tH#2% of people are concerned about protecting themsédhoen mis-

use of their personal information aB8% of people are more than marginally concerned about
privacy [Ackerman et al. 1999]. Hence, applyingaobrative filtering without compromising the
user's privacy is certainly one of the importand ahallenging issues in collaborative filtering

research.

Various security and privacy issues in recommesgistems were discussed in [Lam et al. 2006].
In particular, three main threats that may hampepégx functioning of a recommender system
were mentioned:

» Exposure— undesired access to user's personal informatoantrusted parties that are not
supposed to access this information leading tosissfraining from using the system.

* Bias— manipulation of user's recommendations to chamgéems that are recommended in-
appropriately, i.e., to increase (push) and/or elese (nuke) visibility of certain items in the
system.

» Sabotage- intentionally reducing the functionality of eccanmender system, such as service
denial attacks or system malfunctioning.

The latter two threats can be considered as fumatithreats, as they may hamper the functional-
ity of a recommender system (i.e., not allowing slgstem to provide a proper service to the us-

ers) and benefit some other service provider orpaom. Conversely, the first threat is a clear
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threat to the users' privacy, since as a resulh@fexposure their personal sensitive information
may become publicly available. Hence, this seclomuses on the privacy threat only and aims at

improving users' privacy in collaborative filteringcommender systems.

This issue was tackled in prior research from ssdveerspectives. In [Polat and Du 2005], the
authors proposed a method for preserving usergagyiover a centralized storage of the UMs
through adding uncertainty to the data. Beforedieming personal data to the server, each user
first modified it using randomized data-modificatitechniques. Therefore, the server (and also
the attacker) cannot find out the exact, but oh&/modified contents of the UMs. Although this
method changed the user's original data represdntde UMs, experiments showed that the
modified data still allowed relatively accurate seunendations to be generated. This approach
enhanced users' privacy, but the users still reegaoependent on a centralized storage of the
UMs. This constituted a single point of failure,the data could still be exposed through a series
of malicious attacks involving multiple recommendatrequests for various items managed by

the system.

Storing the UMs in a decentralized manner, i.esfrifiuted between several locations, reduces the
potential privacy breach of having all the dataasqu to an attacker, as in this setting the at-
tacker must violate security policies of all thedtons, rather than of only one in a centralized
setting. Conducting collaborative filtering ovedtributed setting of data repositories was ini-

tially proposed in [Tveit 2001]. That work presahi@ Peer-to-Peer (P2P) pure decentralized ar-
chitecture supporting product recommendations fobite customers represented by software
agents. The communication between the agents ¢égglan expensive routing mechanism based
on network flooding that significantly increasece thbommunication overhead. Following the

ideas of [Tveit 2001], PocketLens project [Miller a&. 2004] discussed, implemented and ex-
perimentally compared five distributed architectufer collaborative filtering: using a central

server, using three different types of P2P disgpwaechanism, and using secure encryption
communication algorithms. The experimental resshiswed that the performance of a P2P-based

collaborative filtering is close to the performarmde centralized collaborative filtering.

In another technique for a distributed collabomtiNtering eliminating the use of central servers

[Olsson 1998], the active users create a querehgiag parts of their UMs and requesting a rec-
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ommendation for specific items. Other users autangsly decide whether they are willing to
respond to the query and send their informatioth® active user. However, this approach re-
quires transferring the UMs of both the active used the responding users over the network,

thus creating potential privacy breaches.

A scheme for privacy-preserving collaborative filbg was proposed in [Canny 2002]. Accord-
ing to it, individual users separately control @ltheir private data, while they are grouped into
communities of users, which represent a publiceggion of their data. This aggregation allows
personalized recommendations to be computed fomirabers of the community or for outsid-
ers by exposing the aggregated community datawiibbut exposing the data of individual us-
ers. In addition, the communication between theroamities is implemented using data encryp-
tion methods. Although this approach protects ugergacy in a distributed setting, it requires a
priori formation of user-communities, which may bee a severe limitation in today's dynamic

environments.

8.2 Distributed Collaborative Filtering with Data Obfuscation

This section elaborates on the recommendation gaoerrover a distributed set of users possibly
obfuscating their data. It should be stressed ttatsection adopts the pure decentralized P2P
organization of users, proposed by [Canny 2002hddeusers autonomously keep and maintain
their UMs in a pure decentralized manner. Thus,niiaérix of user ratings on items, stored by
centralized collaborative filtering systems, is stithited by a virtual matrix, where the rows of

the matrix, i.e., the ratings vectors of the usars,stored by the users in a distributed manner.

The users are connected using one of the exis@Rgd@mmunication platforms [Milojicic et al.
2002; Androutsellis-Theotokis and Spinellis 200Bhe underlying platform guarantees connec-
tivity of the users and allows each user to conaagt of the other users connected to the system.
Note that such setting does not have a single mdintanagement or failure. Figure 29 illustrates

the decentralized distribution of initially cenfrad ratings matrix.
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In this setting, users are the owners of their gaakinformation. This setting introduces a pure
decentralized variant of the mediation, where thers, rather than recommender systems, di-
rectly share and exchange their UMs. The users aonwate with each other during the recom-
mendation generation process and independentlyleleaout the specific ratings and parts of
their UMs that should be exposed to other users.rébommendation generation process consists
of the following three stages:

* The active user initiates the process through @rggsarts of the UM and broadcasting a re-
quest for a recommendation for a specific itemtteeousers. Two parameters that should be
determined for this stage are:

1. Which parts of the UM should be exposed? To preséme privacy of the active user
better, the number of ratings that are exposedldhmiminimized. However, decreasing
the number of ratings may hamper the similarity patation, as it will rely on a smaller
number of ratings, and, therefore, hamper the acguof the generated recommenda-
tions. One possible solution to this tradeoff mayblasing the similarity computation on
a predefined subset of items, e.g., exposing dméyratings on items that are similar to
the item, where the recommendation is requestedvgBaet al. 2002].

2. To which users should the request be sent? Theallgtithe request should be sent to all
the available users, since any connected useeingtwork can potentially be one of the
nearest neighbors of the active user. Practictlig, may lead to heavy communication
overheads and requires restricting the set of feesuto whom the request is sent, e.g., to
the a set of users similar to the active user (alilee similarity of users was computed
offline during a preprocessing stage), or to ao$#tusted users with high reputation val-
ues (e.g., users, whose opinions were valuablgdoerating past recommendations for
the active user) [Massa and Avesani 2004]. Altevedt, this may be resolved by apply-

ing efficient P2P routing mechanisms describedMiidjicic et al. 2002].
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« When the request is received, each user autonoyndesides whether to respond to it or not.
If the user decides to respond, she autonomoushpuates her similarity degree with the ac-
tive user based on the received parts of the Ukh®factive user. The similarity of users ba-
sically reflects the correlation of their ratings warious items. It can be computed in several
ways, whereas the most popular similarity metnicsallaborative filtering recommender sys-
tems are Cosine Similarity [Good et al. 1999; Saretaal. 2001] and Pearson Correlation
[Pennock et al. 2000a; Sarwar et al. 2000]. Afiver gsimilarity degree is computed, this value
and the user's rating on the requested item arebsek to the active user. Note that in this
case two parts of the UM of the responding userareg exposed: (1) the rating on the re-
guested item, and (2) the computed similarity degneénich may allow parts of the UM of the
responding user to be inferred.

* Upon collecting the responses, the active usedbul neighborhood of similar users needed
for generating the recommendation. This is usuddiye by selecting users with the highest
similarity degree, or selecting all the users wheisdlarity degree is above a certain thresh-
old. Finally, the active user locally generatee@mmendation for the requested item by ag-
gregating the ratings of the users in the neightbmdbon this item, e.g., as a weighted average
according to the neighbors' similarity degree.

To summarize the recommendation generation progesdsyuld be stressed that this form of col-
laborative filtering preserves users' privacy (hpimizing the exposure of their UMs), while still

allowing them to support recommendations generatitiated by other users.

8.2.1Data Obfuscation Policies

According to the above distributed collaborativiéefing process, the UMs may be exposed in
two cases. The first case when the UM of the aatsay, which is broadcast to other users as part
of the recommendation request, is exposed. Indise the exposure is inevitable, as the active
user must expose substantial parts of her UM irrota allow a reliable similarity computation
by the responding users. The second case is wieatltler users voluntarily decide to participate
in the recommendation generation initiated by ttteva user and respond to the active user. The
exposure of their UMs occurs when the rating onrdtpiested item is sent to the active user for
the purpose of using it for the recommendation gaian. Although in this case the responding

users expose relatively only small parts of theild) this constitutes a privacy breach that may
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allow large parts of their UMs to be exposed thfoagstematic malicious attacks using multiple

recommendation requests.

To mitigate the privacy breaches, the data in tMsldan be partially modified, i.e., part of the
ratings stored in the UMs can be substituted wattefvalues. This section adopts the data obfus-
cation idea for the purposes of enhancing privacyhe distributed decentralizezbllaborative
filtering, and focuses on modifying the UMs of the respogdisers only, as modifying the UM of
the active user may drastically decrease the acgwfithe similarity computation. Hence, parts
of the UMs of the responding users (i.e., certatings in the UMs) are substituted with fake val-
ues before computing the similarity and respondinthe request. Although modifying the UMs
does not prevent the initiator of a malicious d&t&om collecting the ratings of the responding
users, the ratings collected by such an attackémisnsetting will not necessarily reflect the real

contents of the UMs.

Several methods of modifying the data for the psgsoof improving privacy preservation of us-
ers' sensitive data were discussed in [Ishitaril.e2003]: encryption [Agrawal et al. 2004], ac-
cess-control policies [Sandhu et al. 1996], dataloaization [Agrawal et al. 2004], anonymiza-
tion [Klosgen 1995], an#&-anonymization [Sweeney 2002]. In this section, tdren data obfus-

cation [Bakken et al. 2004] is referred to as a geneatibn of all the approaches that involve

modifying the original data for the purposes oftéepreserving the data privacy.

In this section, three general policies for obftisgathe ratings in the UMs are developed and
experimentally compared. These policies are aintezlibstituting the original ratings stored in
the UMs. Substitution of the original ratings witike values is performed according to one of
the following policies:

» Default obfuscation(x} substitute the real ratings in the UM with aefixpredefined value

» Uniform random obfuscatior substitute the real ratings in the UM with ramdealues cho-

sen uniformly in the range of ratings in the datase
« Bell-curved random obfuscatiensubstitute the real ratings in the UM with val@hosen us-

ing a bell-curve distribution reflecting the disttion of ratings in the dataset.

149



Clearly, different general policies have differempacts on the preservation of privacy in the
UMs. For example, consider thefaultobfuscation policy, which substitutes the reahigg with

a predefined fixed value, such that the new ratinghe UM are typically highly dissimilar from
the original ratings. As a result, the data thay i@ exposed by an attacker reflect the modified
ratings rather than the real ratings in the UM.sTiiexpected to decrease significantly the prob-
ability of exposing user's private and sensitivengs and to improve the users' privacy. Con-
versely, thebell-curvedobfuscation policy substitutes the real ratingthe UMs with values that
reflect the distribution of ratings in the datas&though in some cases the new rating may be
highly dissimilar from the original ratings, ovdrdistribution of the original and modified rat-
ings remains identical. As a result, the probabdit private and sensitive ratings not being modi-
fied is higher than using trdefaultpolicy, the probability of exposing these ratingslso higher,

and the expected users' privacy is lower

Besides hypothesizing and intuitively explainingttlapplying the above policies may preserve
the users' privacy better, this section does nasme the achieved privacy gains. Instead, it fo-
cuses on the effect of obfuscating the real ratomgshe accuracy of the generated collaborative
filtering recommendations. The overall goal of tlesearch is to discover general obfuscation
policies and specific obfuscation techniques (méhjch ratings should be substituted, to what
extent, which fake values should substitute théragangs, and so forth) that facilitate a maximal

preservation of users' privacy, while still allogithe generation of accurate collaborative filter-

ing recommendations.

8.2.2Extreme Ratings and Privacy Preservation

Prior research studies have already shown thatrtpertance of different types of ratings for the
collaborative filtering process is different. Fotaeple, in [Shardanand and Maes 1995] the au-
thors argue that the accuracy of collaborativefiifty is most crucial when predicting extreme,
i.e., very high or very low ratings. Intuitivelyhis can be explained by the observation that
achieving high recommendation accuracy for the bast worst items is most important, while
poor performance on average items is acceptabteilegBly, [Pennock et al. 200b] focused on

evaluating collaborative filtering recommendatiaisextreme ratings, i.e., ratings which &é

17This section presents a user study, which examisess' attitude towards the above obfuscation igsliand does
not measure the privacy gains. In the future, iplenned to measure quantitatively the privacy gantually
achieved by applying these policies.
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above o10.5 under the average rating in the dataset (on & $edveerd and5). This is based on
a similar assumption that most of the time the iserterested in a recommendation of items she
might very much like, or an indication to avoid teém items that she might dislike, but not rec-

ommendation of items that she may only like to rdace extent.

Another goal of this section is determining wheth® importance of extreme ratings is also
higher for privacy-preserving aspects. In particulais section is aimed at determining whether
the amount of private information encapsulated artan ratings in the UMs is higher than in
other ratings. As such, it examines whether thagatwith extremely positive or extremely nega-

tive values should be treated differently frommgs with moderate values.

Hence, in this section the above obfuscation pedi@re applied on two groups of ratings: (1)
obfuscatingoverall ratings— all the available ratings, and (2) obfuscatxgreme ratings- ex-
tremely positive or extremely negative ratings dfihe exact definition of extreme ratings will be
given in the following section). Moreover, this 8en measures the effect of obfuscating the rat-
ings in each group of ratings on the accuracy d&borative filtering recommendations of two
types of ratings: (19pverall recommendations recommendations for all the available ratingsl a
(2) extreme recommendatiorsrecommendations for extremely positive or exglnmegative

ratings.

8.3 Experimental Evaluation

This section presents an experimental examinatiathedimpact of the obfuscation policies on

the accuracy of the generated recommendations.téveveth a description of the implementa-

tion and experimental settings, and then proceetthéoexperiments, their results and analysis.
The experimental evaluation may be summarized awiztk2 table (see Table 14): the rows repre-
sent the groups of ratings that are obfuscatedt@dccolumns represent the groups of ratings
where the recommendations are generated and tbet ff obfuscation on the accuracy of the
recommendations is measured. The contents of Thblare the numbers of the subsections,

where the relevant experiments are presented acdstied.
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Table 14. Data Obfuscation Experiments

effect of obfuscation on ratings

extreme overall
obfuscated extreme 4.4 45
ratings overall 4.3 4.2

8.3.1Experimental Settings

For the experimental evaluation, a pure decengdlienvironment was simulated by a multi-
threaded implementation. Each user was represéytadhread and recommendations were gen-
erated in the following manner. The thread of theva user initiated the recommendation gen-
eration process and broadcast the request to tiee osers. For the sake of simplicity, the request
contained all the available ratings of the actigeruand was sent to all the available userstae.,
all the threads. Upon receiving the request, ebobat locally computed the similarity degree
with the active user using the Cosine SimilaritytmegdGood et al. 1999; Sarwar et al. 2001], and
returned the similarity degree jointly with theingt for the requested item, to the active user
thread. Finally, the active user thread computedrdtommendations as a weighted average of
the ratings oK=10 most similar users. Hence, the recommendationrgéae process was per-
formed similarly to a centralized collaborativetdiling, except for the similarity computation

stage, which was done separately by each user.

To provide solid empirical evidence, the experimewere conducted using three widely-used
collaborative filtering datasets: Jester [Goldbetrgl. 2001], MovieLens [Herlocker et al. 1999]

and EachMovie [McJones 1997]. Table 15 summarize®us statistical parameters of the data
in datasets: number of users and items in the elateenge of ratings, total number of available
ratings, average number of items rated by each deesity of the dataset (i.e., the percentage of
items with available ratings), average and variantethe ratings, and the MAE of non-

personalized recommendations. Since non-persodale@mmendations are computed by aver-

aging the available ratings on the required itdmairtMAE can be computed offline.

Table 15. Properties of the Original Datasets
dataset | users | items | range | ratings | av.rated | density | average | var. | MAEy,
Jester 48483| 100 | -10-10 3519449 72.59 0.7259 0.817 4400 0.220
ML 6040 | 3952 1-5 1000209 165.60 0.0419 3.580 0935 340.1
EM 74424 | 1649 O0-1 2811718 37.78 0.0229 0.6Q7 0,223 230.}
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To examine the effect of obfuscating the extrentanga on the recommendations for extreme
ratings, smaller datasets containing a higher p¢age of extreme ratings were extracted from
the original datasets. To do this, we first defiegtteme users as "users more tBa% of whose
ratings in their UMs are more th&®% farther from the average of their ratings thanrtkari-
ance". For example, if the average rating of a is6r6 (on a scale betwedhandl), and the
variance i90.2, then the ratings undéx.3 or above0.9 are considered as extreme ratings. If the
number of ratings in the UM 00 and more thaB6 ratings are extreme, then the user is consid-
ered an extreme user. The UMs of all the extreneesyusvhich were found in the original data-
sets, were extracted to the extreme datasets. Udththe selected thresholds33% and50% are
arbitrary (and may be a basis for future experisgrthey leave large enough datasets with a
higher percentage of extreme ratings. Table 16 samaes the characteristics of the extreme

datasets (columns are similar to Table 15).

Table 16. Properties of the Extreme Datasets
dataset | users | items | range ratings | av.rated | density | average | var. | MAE,,
Jester 13946 | 100 | -10to 10 1007700 72.26 0.7226 0.286 6.111 0.306
ML 1218 | 3952] 1to5 175400 144.01 0.0364 3.224 1.166.2910
EM 12317 | 1649 Otol 491964 39.94 0.0242 0.516 0.379.3790

To validate the assumption regarding the percentdgeoderate ratings in the original datasets
and the percentage of extreme values in the extoatesets, the distributions of the ratings over
their values were computed. Figure 30 shows theilolisions of all three datasets. The horizontal
axis denotes the values of the ratings in the d&taand the vertical denotes the percentage of
such ratings. Note that for each dataset, twoidigions are shown. The left (light grey) bars
show the distribution of ratings in the overall akts, and the right (dark grey) — in the extreme
datasets. As can be seen from the chart, overasets demonstrate bell-curve distribution of the

ratings, while in the extreme datasets the beNeis inversed.

In the implemented setting, the above obfuscatiarating in the UMs was applied. Hence, every
user could autonomously decide (1) whether to gubstthe ratings stored in her UM, (2) how
many ratings, or what percentage of ratings shbeldubstituted (referred to in the rest of the
section as thebfuscation ratg and (3) which ratings should be substitutedthim experiments,
the above three general obfuscation policies wesaantiated by five specific policies:
» Positive— substitute the real rating by the highest pesitating in the dataset (i.eL0 for
Jester an® for MovieLens and EachMovie).
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Fig. 30. Distribution of Ratings in the Datase®ssté&r (top),
MovieLens (middle) and EachMovie (bottom)

» Negative— substitute the real rating by the lowest negatating in the dataset (i.e10 for
Jester,l for MovieLens, and for EachMovie).

» Neutral— substitute the real rating by the neutral ratmthe dataset, i.e., an average between
the maximal and minimal possible ratings (i@.for Jester3 for MovieLens, and.5 for
EachMovie).

» Random- substitute the real rating by a random valuéhenrange of ratings in the dataset

(i.e., from-10to 10 for Jesterl to 5 for MovieLens, and to 5 for EachMovie).
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« Distribution — substitute the real rating by a value reflectimg distribution (i.e., average and
variance) of ratings in the dataset, as shown liiera5 and Table 16.
Clearly, thepositive negativeand neutral policies are instances of the genedtafault policy,
since the value that will substitute the originatimg is known a-priori. Theandompolicy is the
instance of the generahiform policy, as the substituted values are chosen rahdm the range
of dataset ratings and tlakstribution policy is the generabell-curvedpolicy, as the substituted

values reflect the distribution of the real ratimgyshe dataset.

The accuracy of the generated recommendations veasured using the Mean Average Error
(MAE) metric [Herlocker et al. 2004], a statistiadcuracy metric widely-used in recommender

systems. The values of the MAE were computed by:

SUip-rl
MAE=&i2—
N

whereN denotes the total number of the generated recomatiens,p; is the predicted value of
the itemi, andr; is the real rating given by the user on the iteidote that lower values of MAE

reflect high accuracy of the recommendations and-versa.

8.3.20Dbfuscation in Original Datasets

The following experiment was designed to examireithpact of obfuscation policies on the ac-
curacy of the generated recommendations. For eatzset, a fixed testing set ©®,000ratings
was selected. These ratings were excluded fromddtesets, their values were predicted using the
above distributed collaborative filtering, and tM&E value of the recommendations was com-
puted. Thel0,000recommendations experiment was reped@tmes, for gradually increasing
values of the obfuscation rate, i.e., graduallyeasing amount of modified data in the UMs.
Hence, the obfuscation rate increased fine., the original UMs are unchanged)a® (i.e.,
90% of the ratings stored in the UMs are modified adogy to the applied policy). Figure 31
shows the MAE values as a function of the obfuscatate. The charts refer to Jester (top),
MovieLens (middle), and EachMovie (bottom) dataséte horizontal axis denotes the obfusca-

tion rate, whereas the vertical denotes the MAE &l

The graphs show that in all three datasets thetedfeandom neutralanddistribution policies is

roughly similar, as obfuscating the UMs has a mimgpact on the MAE of the generated rec-
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ommendations. Although the MAE slightly increases iroughly linear manner with the obfusca-
tion rate, the change in the MAE values is minat{ien0.02and0.07, for different datasets),
and the recommendations are still accurate. Thegained by the observation that, fandom
neutral anddistribution policies, the modified values (for average usars)relatively similar to
the real ratings and the obfuscation does not f&tgnitly modify the contents of the UMs. Thus,
substituting the actual ratings with similar valuegen for high obfuscation rates, creates only a

small overall impact on the MAE computed over masgrs and recommendations.
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Fig. 31. MAE of the Recommendations vs. ObfuscaReate: Jester (top),
MovieLens (middle) and EachMovie (bottom)
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Conversely, fopositiveandnegativepolicies, the real ratings are substituted by lyiglssimilar
values. Thus, replacing the ratings with extrempalgitive or negative ratings does significantly
modify the UMs for all three datasets. As a reshk, generated recommendations are inaccurate
and the MAE significantly increases (betwd&ef7 and0.35 for different datasets) with obfusca-
tion rate. As can be clearly seen, the slope ofcthges inpositiveandnegativepolicies is sig-
nificantly higher than irandom neutral anddistribution policies. Hence, for all three datasets
the effect ofpositive and negativepolicies on the accuracy of the recommendatiorstranger

than the effect ofandom neutral anddistribution policies.

Note that for high obfuscation rates, the MAE o titcommendations irandom neutral and
distribution policies is close to the MAE of non-personalizedammendations (taken from Ta-
ble 15). This observation is true for all threeadats. Hence, the effect of these obfuscation poli-
cies on the accuracy of the generated recommemdaiiothe original datasets is quite under-
standable. The accuracy of the recommendation®adges in a linear manner from the best val-
ues, which are obtained when no data is modifiedhé worst values that are close to the accu-
racy of non-personalized recommendations, whichoatained when most of the data are modi-
fied.

However, this raises a question regarding the ¢mmdi where this observation is true. In other
words, for which users or ratings will modifyingetineal ratings in the UMs with moderate fake
values not significantly increase the MAE of theammendations? In particular, answering this
guestion will allow us to draw a conclusion regaglthe applicability of obfuscation on different

collaborative filtering data. The data, not affectsy obfuscation are not crucial for collaborative
filtering recommendation generation process, amdbsaobfuscated without hampering the accu-
racy of the recommendations. Conversely, the dalteere the MAE increases as a result of the

obfuscation, are important for generating accucat@borative filtering recommendations.

8.3.3 Effect of Overall Data Obfuscation on Extreme Rating Recommendations

To answer the above question, the following expenitnaimed at evaluating the impact of data
obfuscation on the recommendations for differepegyof ratings, was conducted. In this experi-
ment, the ratings in the datasets were partitiantm several groups, according to the values of

the ratings. For example, the ratings of Jesteasgditare given on a continuous scale betw&@en
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to 10. These ratings were partitioned irit® groups, according to the ranges of ratings: frath
to -8, to 8 to 10. Similarly, the ratings of MovieLens dataset wpeatitioned according to their
discrete values intb groups:1, 2, 3, 4, and5, and the ratings of EachMovie were partitioned ac-

cording to their discrete values@groups:0, 02, 0.4, 0.6, 0.8 and1.

For each groupl,000ratings were randomly selected and excluded frloendataset. In this ex-
periment, thalistribution obfuscation policy was applied on all the avagaldtings, and collabo-
rative filtering recommendations were generatedtii@ excluded ratings. This means that the
excluded ratings from various groups served addbeset, whereas the remaining ratings were
obfuscated and served as the training set. The MiAthe recommendations was computed for
every group of ratings for gradually increasingir® to 0.9 values of the obfuscation rate. Figure
32 shows the MAE values for different groups ofingé. The charts refer to Jester (top),
MovieLens (middle), and EachMovie (bottom) datas&tse horizontal axis denotes the groups
and the ranges of ratings and the vertical dertbeeMAE values. For the sake of clarity the chart
shows the curves related to four obfuscation ratd 0, 0.3, 0.6 and0.9. For the other obfusca-

tion rates not shown in Figure 32, the behaviahefMAE curve is similar.

As can be clearly seen, in all three datasetsnipact of the data obfuscation on different groups
of ratings is different. For moderate ratings ie ttentral part of the ratings scale, the impact of
the obfuscation is minor as the MAE values roughiyain unchanged, regardless of the obfusca-
tion. Conversely, for extreme ratings in the lefdaight parts of the ratings scale, the impact of
the data obfuscation is stronger and the MAE shganltreases with obfuscation rate. Also, for
higher obfuscation rates, a larger increase inMA& is observed for the recommendations for
extreme ratings (can be clearly seen for the exdhgmositive ratings of MovieLens dataset).
Thus, the accuracy of collaborative filtering recoandations for extreme ratings is hampered
when the ratings in the UM are obfuscated. ConWerslee accuracy of collaborative filtering
recommendations for moderate ratings roughly remaimchanged when the ratings in the UM

are obfuscated.
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Fig. 32. MAE of the Recommendations for Various @® of Ratings:
Jester (top), MovieLens (middle) and EachMovie ttm) datasets

We hypothesize that this can be explained by cenisig the very nature of thdistribution ob-
fuscation policy. This policy substitutes the reaings with fake values reflecting the average
and variance of ratings in the dataset. Since Weeage ratings of the original datasets fall into
the groups of the moderate ratings and the variaheatings is not high (shown in Table 15),
applying this policy mostly inserts moderate fak#ings into the datasets. Since collaborative
filtering generates recommendations by aggregategavailable ratings, the obfuscation has a
minor effect on the recommendations for moderdiags, as the inserted ratings are also moder-

ate. However, it has a stronger effect on the recendations for extreme ratings, as some of the
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existing extreme ratings are substituted with fak@derate ratings and the accuracy of the rec-

ommendations is hampered.

8.3.40bfuscation in Extreme Datasets

To validate our hypothesis regarding the strongiceof obfuscating the extreme ratings, the
following experiment examined the impact of theusiglation policies on the accuracy of the rec-
ommendations for extreme ratings only. For this, éRtreme datasets (discussed in Section 8.3.1
and described in Table 16) were extracted fromottginal datasets. Then, the obfuscation ex-
periment, similar to the experiment described int®a 8.3.2, was conducted. For each extreme
dataset, a fixed testing set b®,000ratings was selected, these ratings were exclirded the
dataset, their values were predicted and the MAEefrecommendations was computed. Also
this experiment was repeat&@times, for gradually increasing froénto 0.9 values of the obfus-
cation rate. Figure 33 shows the MAE values asnation of the obfuscation rate. The charts
refer to Jester (top), MovieLens (middle), and Bacthie (bottom) datasets. The horizontal axis

denotes the values of the obfuscation rate, wheheagertical denotes the MAE.

The experimental results clearly show that the MA&teases with the obfuscation rate. Similarly
to the overall obfuscation experiment, fandom neutral anddistribution obfuscation policies,
the change in the MAE values is linear. The miniM&E values are observed when no obfusca-
tion is applied, and it increases to the MAE of 1pansonalized recommendations (the change is
between0.07and0.12 for various datasets). However, foositiveandnegativepolicies, the ef-
fect of data obfuscation is stronger than fandom neutral and distribution policies, and the
change in the MAE values is significantly higheet{lieen0.14and0.17). Nevertheless, fquosi-
tive andnegativepolicies, the change in the MAE for the extrem&asdeats is lower than for the
overall obfuscation experiment (betwe@27 and0.35. This is explained by the observation that
most of the ratings in the extreme dataset arenatlly extreme. Hence, substituting such values
with extreme values will not significantly modifigé data in many cases and the MAE values will

be lower than in the overall experiment.
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Fig. 33. MAE of the Rrecommendations vs. ObfuscaRate: Jester (top),
MovieLens (middle) and EachMovie (bottom) extrena¢agets

In summary, comparison between the obfuscatiorxtvéme and original datasets shows that for

the extreme ratings, the MAE values and the sldgbeeMAE increase are significantly higher.

This allows us to conclude that extreme ratingshe UMs are important for the personalized

collaborative filtering recommendation generatidhus, the ratings with moderate values can be

obfuscated by the users without hampering the acguof the recommendations, whereas the

extreme ratings should not be obfuscated, as theynaportant for the generation of accurate

collaborative filtering recommendations.
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8.3.5 Effect of Extreme Data Obfuscation on Overall Rating Recommendations

To validate this observation, the following expesimh was aimed at evaluating the impactosf
calizeddata obfuscation (i.e., obfuscation of ratingdwaértain values) on the recommendations
for various types of ratings. In this experimentitarly to the experiment reported in Section
4.3, the datasets were partitioned into severalggpaccording to the values of the ratings. Jester
dataset was partitioned @ groups, from-10 to -8, to 8 to 10, MovieLens dataset was parti-
tioned to5 groups:l, 2, 3, 4, and5, and EachMovie was also partitionedétgroups:0, 02, 0.4,

0.6, 0.8and1.

For each dataset, a fixed testing sel@f000ratings from all the groups of ratings was selgcte
and these ratings were excluded from the dataken,Tthe ratings of one of the groups of ratings
were obfuscated (according to the obfuscation r#te)values of the excluded ratings were pre-
dicted and the MAE of the recommendations was caetpurhis means that the remaining data-
sets with obfuscated ratings from a certain gramped as the training set, whereas the excluded
ratings served as the test set. This experimentrefasatedlO times, for gradually increasing
from O to 0.9 values of the obfuscation rate. Note that in eagberiment the obfuscation was
applied for the ratings of a single group of rasiranly, i.e., the ratings within certain range of

values (or with a certain discrete value) only waurbstituted.

It should be stressed that the obfuscation ratélsisncase do not reliably express the amount of
the obfuscated data. Since the number of ratingseény group of ratings is different, obfuscating
a certain percentage of ratings in a group reguldsfferent number of obfuscated ratings in every
group (see Table 15). Hence, we normalized thetedffieobfuscating different numbers of ratings
in every group by dividing the computed MAE valussthe overall number of ratings in the re-
spective group shown in Figure 30. Hence, the tesadtually show the contribution of every

rating substituted in the respective group of ggito the MAE of the recommendations.

Figure 34 shows the normalized MAE values for obétimg different groups of ratings. The

charts refer to Jester (top), MovieLens (middle)}d &achMovie (bottom) datasets. The horizon-

162



tal axis denotes the groups and the ranges ofystimere the data were substituted, whereas the
vertical denotes the MAE values. Also in this expent, for the sake of clarity the chart shows
the curves related to four obfuscation rates o@Jy0.3, 0.6 and0.9. For the other obfuscation

rates not shown in Figure 34, the behavior of tiRBMturve is similar.
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Fig. 34. MAE of the Recommendations for Obfuscatbvarious Groups of
Ratings in Jester (top), MovieLens (middle) andtdovie (bottom) datasets

As can be seen from the charts, in all three degdbke effect of obfuscating different data from
groups of ratings on the accuracy of the recomntgmtiais different. When moderate ratings are
obfuscated, the change of the MAE is minor, regasllof the obfuscation rate. Conversely, ob-
fuscating extreme ratings (both extremely positwne extremely negative ratings) has a stronger
impact on the MAE. The charts show that when thieeexe ratings are obfuscated, the MAE
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steadily increases with the obfuscation rate. HBuigports our hypothesis regarding the greater

importance of extreme ratings for generation oligate collaborative filtering recommendations.

This behavior is common for all three dataset. Tais be seen in the clearest way in the Jester
dataset, where the MAE curve is close to an indebtell-curve. For the MovielLens, the bell-
curve is biased toward extremely positive ratingss can be explained by the fact that the dis-
tribution of ratings in MovielLens is also biaseavéwd the positive values (as supported by Fig-
ure 30). Hence, very positive ratings in MovieLams actually not entirely extreme, and the im-
pact of their obfuscation on the MAE is weaker.ilifar explanation is valid also for the behav-
ior of extremely negative ratings in EachMovie. Titmpact of theD ratings on the MAE is rela-
tively weak. This abnormal behavior is explainedtlhy skewed distribution of ratings in Each-
Movie (see Figure 30). Unexpectedly, the numbed @tings in EachMovie is approximatey3
times higher than the number @R ratings. Hence, these ratings cannot be considesedally

extreme ratings.

In summary, the accuracy of collaborative filteriegommendations is hampered when only the
extreme ratings in the UM are obfuscated. Convgrskeé accuracy remains roughly unchanged
when only the moderate ratings are obfuscated. Frpmactical point of view, this means that the
extreme ratings in the UM should be considerechasuser'sepresentativedata, which is more
important for generating accurate and personalcdidborative filtering recommendations than

the moderate ratings.

8.4 Attitude of Userstowardsthe Data Obfuscation

The above experiments show that in certain conditidata obfuscation slightly decreases the
accuracy of the generated collaborative filteriagammendations, while it supposedly improves
the privacy preservation of the UMs. However, tlserg' privacy improvement was only intui-

tively described and not measured quantitativelyaddition to measuring the privacy gains, there
is a need to evaluate the users' attitude towdrelprtoposed obfuscation policies and their will-
ingness to expose their ratings, as the users maynmderstand how the privacy is being pre-
served, or not feel comfortable with applying thadiges and exposing their UMs. Hence, the

hypothesized privacy improvement may not correlatl the users' perception of privacy. Thus,
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it is important to examine the correlation betw#em need for exposing users' personal data, the

proposed obfuscation policies, and the user's sefr@vacy.

Privacy attitudes of users towards various type#eshs, and not different rating values, were
studied in [Cranor et al. 1999]. However, we beai¢at not all rating values within one class of
item (e.g., movies etc.) bear the same level obitgmce. This is explained by the fact that users'
extreme ratings express a clearer preference aboitem. Thus, it is important to analyze the
impact of data obfuscation methods applied on waritypes and values of ratings on the users'
sense of privacy. Also, we aim at studying whetheplying the data obfuscation policies in-
creases users' willingness to share their ratingmgl the collaborative filtering process. To ex-
amine these issues, we conducted an exploratoweyuwf 117 users (researchers and graduate
students from the user modeling and adaptive hypéianresearch communities and from the
Computer Science Department in the University ofdjdo evaluate their opinions. In the rest of

this subsection we present our results.

The survey questions referred to a collaboratiltering system operating numeric ratings given
on a scale betweeh and5, wherel means disliking an item arlmeans liking an item. The
guestions were formulated as statements and thie bhad to answer them on a discrete scale be-
tweenl and7, wherel means strongly disagreeing andheans strongly agreeing with the state-
ments. To analyze the results and neutralize parst@pendencies in the answers, we partitioned
the answers into three categories: ansvieBswere treated as disagree, answe+s as neu-
tral/undecidedand6-7 asagree The results of the survey are presented in Tablshowing the
average and the standard deviation of answersafdr question, and in Figure 35 visually dem-
onstrating the distributions of the answers (thesjons and analysis will be presented after-
wards}s.

Table 17. Average Answers to the Survey Questions

question] Q1] Q2] Q4] Q5[ Q6] Q7] Q8] Q9 |Q10[Q13]Q14
average|3.2124.3514.1483.1912.6512.5773.4043.7304.0094.7643.694
std.dev.[2.0512.0662.2332.2201.7941.7921.9302.08(. 1482.0322.164

18n this section, we present and anal§deout of 14 survey questions, which examine four main isshaswe were
interested in investigating. Other questions inetlish the survey referred to different issues aindbs reported
elsewhere.
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Fig. 35. Distribution of Answers to the Survey Qimss: left — questions
1,2,4,5, 13, and 14, right — questions 6, B &nd 10

The first set of questions examines whether differalues of ratings within a single type of
items are considered of different importance by ukers. For this purpose, the following two
guestions are asked:

Q1: "All my ratings are equally sensitive for me, regjass of their valuel( 2, 3, 4, or5)".

Q2: "My ratings with extremely positive (equal 5 and extremely negative (equallpval-

ues are more sensitive for me than the other mi@)@g, or4)".
These questions aim to check whether ratings vathes that are extremely positive or extremely
negative are conceived as more sensitive by ugéesdefined sensitive ratings astings the
users do not want to make public, such as ratirjated to the political, sexual, religious, and

health domains We hypothesize thatsers consider extreme rating as more sensitive

We observed that answering to Q1 (Figure 35-1ft)79%o0f users disagree that all the values of
their ratings are equally sensitive. FurthermaneQR, aboutt2.98%of users strongly agree that

ratings with extremely positive or extremely negatvalues are more sensitive than ratings with
moderate values. Hence, we can conclude that usaltg consider their extreme ratings as more
sensitive and future privacy-enhancing algorithingudd treat such ratings values differently to

practically enhance users' personal sense of privac

The second set of questions examines to what etttenisers are willing to expose their ratings
for the purpose of improving the accuracy of theegated recommendations. The following two
guestions are asked:

Q4: "l agree to make my average (equaBjaatings public, if this can improve the accuracy

of the recommendations provided by the system".
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Q5: "l agree to make my extremely positive (equabl@and extremely negative (equal Ip
ratings public, if this can improve the accuracytlod recommendations provided by the sys-
tem".
As clearly stated, Q4 examines the users' willisgn® expose their moderate ratings, while Q5
examines their willingness to expose extreme ratilige hypothesize thatthough the users will
generally agree to expose their ratings for theesak accurate recommendations, they will dif-
ferentiate between extreme and moderate ratingsvaitichgree to a smaller exposure of their

extreme ratings.

The results in Figure 35-left show that users alanzed towards exposing their average ratings
for the purpose of improving the accuracy of theoremendations. In particula34.78%of the
users do not agree to this, aB@l44%of them agree. Hence, this contradicts the fiest pf our
hypothesis that the users generally agree to expesemoderate ratings. Conversely, most of the
users do not agree to expose their extreme ratongg:22.61%of users agree to expose them,
while 53.91%do not. Also the average answers shown in Tablealidate these conclusions: the
average level of agreement for exposure of modeaditays is4.148and for exposure of extreme
ratings is3.191 These results are statistically significgnt3.61E-09 Intuitively, they imply that
users consider extreme rating as more sensite,as more private information, and agree to a

smaller exposure of extreme ratings, which valisliée second part of our hypothesis.

The third set of questions examines how the usasiate various obfuscation policies described
in the previous section. For this, we define plositive negative neutral randomanddistribu-
tion obfuscation policies and then ask the users fiemtical questions regarding the above five
policies:

Q6: "l believe that thgositiveis a good policy for preserving my privacy".

Q7: "I believe that th@egativels a good policy for preserving my privacy".

Q8: "l believe that thaeutralis a good policy for preserving my privacy".

Q9: "I believe that theandomis a good policy for preserving my privacy".

Q10: "I believe that thelistributionis a good policy for preserving my privacy".
Given the distribution of ratings in the datasstgwn in Figure 30, we hypothesize ttieg posi-
tive and negative obfuscation policies are goodguy-preserving approacheas they substitute

real ratings in the UMs with fake values that aiféecent from the real ratings. Conversellge
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neutral and distribution policies are bad privacyeperving approachesas they substitute real
ratings with fake values that are similar to thal matings. Since the distribution of the fake val-

ues in theandompolicy is uniform, it is hypothesized to be modera

The results show that the users' evaluations orptiieies are opposite. The average levels of
agreement fopositiveandnegativeobfuscation policies are, respectivey657and2.577. Fur-
thermore, most of the useis6(48%for positiveand58.56%for negative do not agree that these
policies are good privacy-preserving mechanismg &Valuations of the other three obfuscation
policies are slightly better. The average levehgifeement for theeutral policy is 3.404 for the
randompolicy it is 3.73Q and for thadistribution policy it is4.00Q Similarly, the percentage of
users that agree that these policies are goodgyrmaeserving mechanisms is lower. For tie@l-

tral policy it is36.70% for therandomit is 36.94% and for thedistributionit is 33.64%

Hence, thalistribution obfuscation policy is considered by the usershasbest privacy preserv-
ing policy, the second best is trendompolicy, and the third best is timeutral policy. Finally,
positiveandnegativepolicies are considered by the users as the warsicy preserving policies

(their results are almost identical). All theseutesare statistically significant.

We hypothesize that this evaluation of the polic@as be described by the effect of the overall
evaluation of the policies and not by privacy-rethevaluation only. As thgositiveandnegative
policies substitute the real ratings with highlgsimilar fake values, they hamper the accuracy of
the recommendations. Hence, their overall evalonasoinferior to the overall evaluation of the
distribution, random and neutral policies, and this bias can be seen also at privelated

evaluation.

Finally, the fourth set of questions aims at meaguwhether the users' willingness to expose
their ratings for the purpose of improving the aecy of the recommendations changed as a re-
sult of applying the data obfuscation. The follogviwvo questions are asked:

Q13: "I agree to make public my average (equaB)aatings, where part of them is substi-

tuted, if this can improve the accuracy of the reoceendations provided by the system".
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Q14: "l agree to make public my extremely positive @0 5) and extremely negative (equal
to 1) ratings, where part of them is substituted, i$ ttan improve the accuracy of the recom-
mendations provided by the system".
Also here we have different questions for differpies of ratings. Q13 examines the users' will-
ingness to expose obfuscated moderate ratingse @il examines their willingness to expose
obfuscated extreme ratings. We hypothesizeithabth cases the users will increase their will-
ingness to expose their ratings for the sake otieate recommendations after applying the data

obfuscation

The results clearly validate our hypothesis andastitat the users' willingness to expose their
ratings of both types increased as a result ofyapplthe data obfuscation. The average answer
regarding the moderate ratings increased flob48in Q4 to4.764in Q13 (statistically signifi-
cant,p=6.84E-09. A similar conclusion is true also for the exteenatings as the average answer
increased fron8.191in Q5 t03.694in Q14 (statistically significanp=9.85E-04. Furthermore,
also the distribution of the answers validates loypothesis. Prior to applying the data obfusca-
tion, 34.78%of the users agreed to expose their moderateggatind22.61%agreed to expose
their extreme ratings. Conversely, after applyibghese numbers increased 48.09% and
27.78% respectively. As already mentioned, users' wghiess to expose their ratings improved

as a result of the data obfuscation.

8.5 Summary

This section was motivated by the need to enhdme@tivacy when mediating collaborative fil-
tering UMs in pure decentralized P2P setting. Thigeemental part focused on improving pri-
vacy preservation through UMs data obfuscation ismeéffect on the accuracy of the generated
recommendations. Initial experimental evaluatioespnted in [Berkovsky et al. 2005a] showed
that relatively large parts of the UMs can be obéisd, without hampering the accuracy of the

recommendations.

However, a deeper analysis of the results yieldethteresting behavior. When the experiments
were conducted on the original datasets, the acgurhthe recommendations was barely af-

fected. However, when only the extreme ratings vwoemsidered, the accuracy of the generated
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recommendations decreased as a result of the Ubaoéifions. Another experiment showed that
obfuscation of extreme ratings had a stronger effieche accuracy of the recommendations than
obfuscation of moderate ratings. This allowed usdoclude that the extreme ratings are impor-
tant for the accuracy of collaborative filteringcoenmendations, as they allow the real prefer-
ences of the users to be identified. Furthermdiis,donclusion was validated by the opinions of
the users, as shown by the results of the useegufhe survey demonstrated that users' willing-

ness to expose extreme ratings is less than thiéirgmess to expose moderate ratings.

These results introduce an interesting trade-afftli@ one hand, the experiments showed that the
extreme ratings are important for generation otieet® collaborative filtering recommendations.
Hence, these ratings should be exposed by ussigpmort the recommendation requests of other
users, while the moderate ratings are less impor@n the other hand, the survey showed the
users consider their extreme ratings as more sansihd prefer not to expose them. In combina-
tion, these two conclusions indicate that thereasimple way to optimize both the accuracy of

the recommendations and the users' sense of privacy
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Chapter 9: Conclusions and Future Research

9.1 Summary and Conclusions

This research was motivated by the challenges pbgdtlie information overload problem, i.e.,
the overabundance of information available nowadayshe Web, which has created a need to
provide Web users with personalized recommendatiegarding products and information items
that may interest them. The provision of persoralirecommendations requires the availability
of accurate User Models (UMs) that encode the ngwdferences, and interests of the users. This
work presented and evaluated a general framewonkéaliation of UMs and user modeling data.
The fundamental problem we addressed was the spms®f user modeling data, i.e., the fact
that the data may reside in several repositoriescam be modeled using many heterogeneous
representation techniques. We resolved this prol@dachshowed that these multiple sources of
user modeling data can be integrated, and thisimanove the accuracy of the UMs, and ulti-

mately also the quality of the recommendations pied to the users.

Initially, this work presented the user modelingadeepresentation and warehousing in various
recommendation techniques and suggested the dafirut 'experience’ as a fundamental unit of
user modeling data. The proposed definition of erpee included the representations of three
primary dimensions of user modeling data (useesn®, and contextual conditions of the experi-
ence), which has lead to the definition of a gelnesar modeling data mediation approach. The
mediation framework was then introduced and foutigaar types of mediation were derived

and discussed: cross-user mediation, cross-itematn@d cross-context mediation, and cross-

representation mediation.

To validate the proposed UM mediation framework, presented the results of the empiric
evaluations of two mediation approaches. The &wstluation referred to cross-technique media-
tion, as a specific variant of cross-representatiediation. The second evaluation referred to

cross-domain mediation as a generalized form dfssitem mediation.
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With respect to cross-representation mediationsh@ved the mediation from collaborative fil-
tering to content-based UMs. This mediation faaiétl the generation of content-based recom-
mendations for users, whose UMs were imported faorollaborative filtering recommender sys-
tem. This experimental evaluation initially focusewl feature selection for determining the data
that should be taken into account by the prediath@chanism. The imported and converted UMs
were then exploited for the generation of conteadda recommendations, and their accuracy was
compared to the accuracy of collaborative filteniagommendations, generated using the original
collaborative filtering UMs. The experiments showhdt for sparse collaborative filtering UMs
(typical for the majority of the users), the acayraf content-based recommendations was supe-
rior to the accuracy of collaborative filtering oeomendations. Also, the experiments demon-
strated the usefulness of feature selection, shpaisubstantial improvement in the accuracy of

the generated recommendations.

Cross-domain mediation demonstrated UM mediatiotwéen collaborative filtering recom-
mender systems from different application domaingarticular, it implemented and evaluated
the effect of importing the following four types a$er modeling data: (1) complete UMs, (2) lists
of the nearest-neighbors candidates, (3) degreaseavs' similarity, and (4) complete recommen-
dations. The experiments showed that importing ossteling data and then generating collabo-
rative filtering recommendations over the data fnomltiple systems increased recommendation
accuracy with respect to collaborative filteringgenmendations built over the data from a single
system. The approach that imported complete UMgesgeas a baseline for the experimental
comparisons, as its accuracy is similar to the r@oyuof the traditional centralized collaborative
filtering. The approaches that imported completnemendations and that imported degrees of
users' similarity outperformed the accuracy oflthseline approach. The approach that imported
lists of the nearest-neighbors candidates wasianfes the baseline approach for UMs with few

ratings and superior to it for UMs with many rasng

The above techniques and evaluations practicallyahstrated two important observations. First,
they demonstrated that the mediation of user mogeddiata, i.e., the import and integration of
data using external domain knowledge, is feastbé&zond, they demonstrated that the mediation
of user modeling data collected by other recommesggtems can be beneficial. Both implemen-

tations succeeded in integrating the imported osadeling data. Their evaluations showed that
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the mediation improves the accuracy (and qualityhe generated recommendations in compari-
son to a setting where the recommendations arellmsthe user modeling data collected only by
the target recommender system. This allows us telade that the mediation of user modeling
data between recommender systems is not only fea&ibt also improves the performance of

recommender systems and upgrades the accuracy cddbmmendations provided to the users.

In addition to demonstrating the feasibility of tmediation and evaluating its contribution to the
accuracy of the recommendations, this work high&édhseveral practical challenges that need to
be addressed for a successful completion of thaatiea process. Two of these challenges were
studied and analyzed in depth. The first challereferred to a decentralized storage and man-
agement of heterogeneously described user modeéitay (coming from different recommender
systems) in a distributed environment. The secdradlenge referred to privacy issues raised by

the transfer of user data between the recommengdtms when the mediation is conducted.

Pure decentralized storage of user modeling data faalitated by a multi-layered hypercube
graph built using the UNSO. UNSO facilitated relaty free descriptions of user modeling data
using a list offeature:valuepairs, where neither the features nor their valuere restricted by
any predefined ontology. The hypercube graph of ONssipported grouping of similar UMs,
which facilitated the development of an approxirdaaégorithm for efficient retrieval of the most
similar UMs. Experimental evaluations in five ajgplion domains showed that the approximated
retrieval succeeds in accurately retrieving theilaimJMs, while significantly decreasing the
required computational effort in comparison witte ttraditional exhaustive retrieval. The ap-
proximated retrieval demonstrated good performamben retrieving a low number of highly
similar UMs, which is typically required by reafdiapplications. An elaborate analysis of various
statistical properties of the data allowed us @mndsome conclusions regarding the specific con-

ditions under which the approximated retrievalesdficial.

Several privacy issues, raised by the transfersefsi personal data between recommender sys-
tems during the mediation process, were studiethencollaborative filtering recommendation
approach. This part focused on improving the ugengacy through applying obfuscation policies
to the data stored in the UM of a distributed dudliative filtering recommender system. Experi-
mental results showed that the accuracy of themewendations decreased linearly with the

amount of obfuscated user modeling data and apipedathe accuracy of non-personalized rec-
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ommendations when very large parts of the UMs wéfascated. A further analysis showed that,
when extreme ratings were obfuscated, the accuwhdtlge recommendations decreased faster.
These results allowed us to conclude that extreatiegs are the most valuable for accurate rec-
ommendations, while average ratings can be obfedaaith only a minor impact on the accuracy
of the recommendations. This was validated by thiaions of the users, who indicated in a sur-
vey that their willingness to expose the extrentega is lower than their willingness to expose
the average ratings. In combination, these two logians indicate that there is no simple way to

optimize both the accuracy of the recommendatiowispaivacy of the users.

These two works referred to some the practicallehgés raised by the user modeling data me-
diation. The proposed solutions and their evaluatipractically demonstrated that these chal-
lenges can be overcame, and further support owlusions regarding the feasibility of the me-

diation.

9.2 Research Contributions and Future Research

The main contribution of this work is the desigrdatevelopment of a general mediation frame-
work for integrating user modeling data collectgd/arious recommender systems in a decentral-
ized distributed environment. This framework ddfon was followed by a practical mediation
mechanism facilitating interoperability of specifipes of recommender systems by means of the
sharing and exchanging of their user modeling datd, importing and integrating data collected
by other systems. As such, the mediation enricheduser modeling data available to the target
recommender systems and facilitated the provisiothé users of better and more accurate per-

sonalized recommendations.

This contribution can be viewed and interpretednfriwvo research perspectives. From the per-
spective of user modeling research, the mediatstabished, modeled, and partially evaluated a
novel approach to building accurate UMs throughantipg and integrating user modeling data
collected by multiple recommender systems. Frompeespective of recommender systems re-
search, the mediation provided a basis for a nbybtid recommendation approach, where the
recommendation generations are based on multiplecss of user modeling data, rather than on

only the UMs available to the target recommendstesy.
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We believe that this work has laid the cornerstmna new vein of research on interoperability of
personalization (and, in particular, recommendgs}esns through sharing and exchange of user
modeling data. Although this work presented theegainmediation framework and evaluated
some mediation scenarios as a proof of concepgrakintriguing research topics were left be-
yond its scope. In the following list we will brigfmotivate and discuss several promising topics
for future research:

» Applying machine learning and data mining techniques. Learning mechanisms used in the
implemented mediation scenarios were relativelypéistic. They used intuitive reasoning
and inference mechanisms and shallow knowledgesb&®e example, cross-representation
mediation presented earlier in this work used gpbfrad assumption, which assigned equal
weights to all the feature categories in contersieblauser modeling data. However, this as-
sumption may hamper the accuracy of the generaddd, lds not all the features categories
are of the same importance and weighting may beappoth to the feature categories and to
the specific features within these categorieshinfuture, we plan to investigate which ma-
chine learning [Mitchell 1997] and data mining [¥én and Frank 2005] techniques can be
applied for the purpose of enhancing the mediatitarticularly for the cross-representation
mediation, we plan to apply and compare varioushim&clearning techniques that will infer
the weights of the feature categories and of tleeifip features within these categories. Ap-
plying machine learning and data mining technigway further improve the accuracy of the
generated UMs, and as a result, the accuracy egtttenmendations provided to the users.

* Exploiting user modeling ontologies. All the implementations and experimental evaluagio
presented in this work exploited semantic domaiovedge for extracting various properties
and characteristics of the items. However, theynditlexploit any semantically-enhanced rep-
resentations of the other two components of thegapces: users and context. In the future,
we plan to investigate the possibility of explogithe available user modeling ontologies
[Razmerita et al2003; Middleton et al. 2004; Heckmann et2005] in the mediation proc-
ess$®. These ontologies can be used for (1) bottom-tgrence from the available user model-
ing data to the values of the ontology slots, @)jdtfe following reverse top-down inference

from these inferred values of the ontology slotsh user modeling data required by the tar-

191n principle, also the available context ontolodgiBsy and Abowd 1999; Strang et al. 2003; Wand.€2@04] can
be exploited in the mediation. In our future plams,focus at this stage only on the user modeliriglogies.
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get recommender system. The use of ontologies mayove the accuracy of the mediation
process and of the generated recommendations.

Evaluating the mediation in real-life applications. Although this work demonstrated prac-
tical implementations and evaluations of the meallabf user modeling data, they were all
conducted on offline data and did not involve stgdivith real users. Our ongoing efforts fo-
cus on practical implementations and evaluationth@fmediation in real-life personalization
applications. For example, we are working towardplementing and evaluating the media-
tion from Trip@dvicetrip planning system [Ricci et.&006b] toPIL museum visitor's guide
[Kuflik et al. 2007]. InTrip@dvice the UMs contain items selected and examined &yt
ers while planning their trips (e.g., attractionsstaurants, and hotels), whereas’lh they
contain weighted vectors of terms reflecting thateat of the preferred presentations on the
museum exhibits. The mediation is performed throexgnacting the terms from the descrip-
tions of Trip@dviceitems and projecting them onto the terms reprasgiihe museum pres-
entations inPIL. In the future, we plan to study more domains apgdlications, where the
evaluation can be implemented and evaluated. Imgaiéimg mediation between real-life ap-
plications may raise new research challenges. Alis,may allow us to conduct extensive
user studies, which will demonstrate users' atitiodvards and appreciation of the mediation.
Evaluating the cross-context mediation. None of the implementations and evaluations pre-
sented in this work referred to cross-context ntezhaof user modeling data. This is moti-
vated by the fact that no context-aware datasetduding the contextual conditions of the
experiences, are currently available. In the fytwre plan to collect extensive context-aware
datasets and evaluate cross-context mediatiorarticplar we are working towards achieving
this within two running projectsSharedLifefWabhlster et al2006] andPassepartout[Aroyo

et al 2007]. SharedLifedeals with a multi-user shopping scenario, wheesusers are com-
plemented by other everyday activities, such aeriag to music, cooking, and so forth.
Hence, a user's feedback to a certain activityrolskein certain contextual conditions can be
used for the purpose of providing personalized meoendations for another activity in other
contextual conditions. Theassepartouproject deals with search, browsing and viewing ac
tivities of users with a personalized digital TVideL The available user modeling data are
collected at daily, weekly, monthly and yearly tinmnéervals. which the mediation should be
applied. Another practical challenge, where crasst&xt mediation can be applied, refers to

provision of recommendations to individual usersé® the provision of accurate recom-
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mendations implies identification of the right guéarity of the data on, or to the same users
accompanied by a group of other users. Cross-coniediation may facilitate the provision
of accurate context-aware recommendations and ttervacceptance of recommender sys-
tems.

Distributing storage of user models. The prototype of the component for distributed P2P
storage of user modeling data, which was preseantdds work, was actually implemented in
a centralized manner. As a result, we were not @bieeasure reliably the speed-up achieved
by the distribution of user modeling data and tbmputational effort required for extracting
the set of the most similar UMs. In the future, plan to implement a real distributed P2P
component for the distributed storage of user modalata and to evaluate its performance
with respect to various P2P data management mé&indroutsellis-Theotokis and Spinellis
2004]. Moreover, the reported experiments were gotatl on relatively small corpora of E-
Commerce ads, and not on a real user modeling Gatprovide solid experimental evidence,
we plan to collect heterogeneous user modeling @atg, data originating from different re-
commender systems) and to conduct an extensiverimgrdal evaluation of a distributed
P2P storage of user modeling data.

I nvestigating privacy vs. accuracy trade-off. This work presented in the section focusing on
the privacy of the mediation introduced an intengstrade-off between the accuracy of the
recommendations and privacy of users' data. Orotiee hand, the results of experimental
evaluation showed that users' extreme ratingsnapertant for the generation of accurate col-
laborative filtering recommendations, and, therefdhese ratings should be exposed by the
users. On the other hand, the results of the siglvewed that most of the users consider their
extreme ratings as sensitive and prefer not to sxpleem. In combination, these two results
indicate that there is no straightforward way tdimze both the accuracy of the generated
recommendations and the privacy of the users' [@tg/th 2007]. In the future, we plan to
investigate this challenge extensively and to dgvebpecific obfuscation policies (i.e., which
ratings should be obfuscated, to what extent, gatof which users, and so forth), which will
improve user privacy, while still allow the systéongenerate reasonably accurate recommen-
dations. This will allow us to develop personalizgtvacy techniques, which will be adapted

to the privacy concerns of individual users.
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