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Chapter 1: Introduction 

1.1   Research Motivation 

During the last decades, the quantity of potentially interesting products or information services 

available online has been growing rapidly and now exceeds human processing capabilities [Maes 

1994]. This has lead to various information search situations, where the users would like to 

choose among a set of alternative items, services, or information items, but do not have sufficient 

knowledge, capabilities, or time to make such decisions. For example, consider the number of 

news items uploaded every minute by the news agencies, or the wide variety of products in E-

Commerce Web-site, the number of posts written in Web-logs, and so forth. This trend is referred 

to in the literature as the information overload problem [Hiltz and Turoff 1985; Nelson 1994; 

Maes 1994]. 

 

As such, there is a pressing need for intelligent systems that advise users while taking into ac-

count their personal needs and interests. Such systems can deliver tailored services in a way that 

will be most appropriate and valuable to the users. This type of system is referred to in the litera-

ture as a personalization system [Mulvenna et al. 2000]. Several types of personalization ap-

proaches are exploited in practical personalization systems. For example, information retrieval 

systems, i.e., search engines [Das et al. 2007], allow the location of the information explicitly 

searched for the users. Information filtering systems [Hanani et al. 2001] reduce information 

overload by filtering out irrelevant information on behalf of their users. Similarly, recommender 

systems advise their users about the items they might wish to purchase or examine from a larger 

set of available items [Burke 2000]. We would like to stress that information filtering systems and 

recommender systems are considered complementary approaches. Both of them are aimed at re-

ducing the user's information overload by limiting the amount of information reaching the user. 

Information filtering systems achieve this by filtering out all the irrelevant information from the 

user's incoming information stream, while recommender systems achieve this by selecting the 

relevant information from the user's incoming information stream and displaying only it. This 

work refers to recommender systems [Resnick and Varian 1997] and various recommendation 
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approaches exploited in recommender systems, as representative examples of personalization 

systems.  

 

Extensive research of recommender systems started over a decade ago and yielded a wide variety 

of recommendation techniques, exploited in numerous practical systems. These techniques in-

clude content-based filtering [Morita and Shinoda 1994], collaborative filtering [Resnick et al. 

1994], knowledge-based recommendation [Burke 2000] and utility-based recommendation 

[Manouselis and Sampson 2004] and their multiple hybridizations [Burke 2002]. They are widely 

discussed in the literature and in several surveys of the state-of-the-art recommender systems 

[Schafer et al. 2001; Montaner et al. 2003; Adomavicius and Tuzhilin 2005c]. 

 

Whatever the specific technology exploited by a recommender system, it can provide high quality 

recommendations to the users only after having modeled their preferences. This information is 

typically referred to in the literature as the User Model (UM) [Kobsa 2001a]. The task of collect-

ing the user modeling data is typically performed in two ways: (1) explicit – through provision of 

the required information explicitly by the user, or (2) implicit – through applying various reason-

ing mechanisms that infer the required information based on the user's observable behavior 

[Hanani et al. 2001]. The explicit collection of user modeling data is considered to be an accurate, 

but time- and effort-consuming task, typically avoided by the user. Alternatively, the implicit col-

lection involves automated reasoning mechanisms, which can misinterpret user behavior. In prac-

tice, both explicit and implicit approaches may be combined [Kuflik et al. 2007]. 

 

In general, the quality of the recommendations provided to the user depends largely on the charac-

teristics of the UM, e.g., how accurate it is, what amount of information it stores and how this can 

be actually exploited, and whether this information is up to date. Hence, as a general rule, the 

more information is stored in the UM, i.e., the more knowledge the system has obtained about the 

user, the better the quality of the recommendations will be1. In this context, quality refers to the 

capability of the system to suggest exactly those products, services and information items that the 

user will select and purchase, or to predict correctly those items that the user would like. In prac-

tice, obtaining sufficient user modeling data to deliver high quality recommendations is difficult. 

                                                           
1  In some practical cases this claim is false. For example, if a system stores too much irrelevant, outdated or impre-

cise data, or controversial or ambiguous data about the user, this may hamper provision of accurate recommenda-
tions. 
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This is especially important at the initial stages of interaction with the user, when little informa-

tion about the user is available. At these stages, all the existing recommendation techniques face 

the bootstrapping (also called cold-start) problem, i.e., a situation where the available information 

about the user and/or items does not suffice to provide high quality recommendations [Linden et 

al. 2003].  

 

When analyzing current recommender systems, one can see that typically, every system collects 

and maintains a proprietary collection of UMs [Montaner et al. 2003]. Practically, this means that 

the collected user modeling data are tailored to: 1) the specific content (products or products cate-

gories) offered by the recommender system, e.g., movies [Good et al. 1999], music [Aguzzoli et 

al. 2002], news items [Claypool et al. 1999], tourism [Ricci et al. 2006c], and so on, and 2) the 

recommendation technique being exploited by the system, e.g., collaborative filtering [Herlocker 

et al. 1999], content-based filtering [Morita and Shinoda 1994], demographic filtering [Krulwich 

1997], or some of their hybridizations [Burke 2002]. Thus, a large amount of heterogeneous (and 

possibly overlapping) user modeling data are scattered among various systems. 

 

In general, practical recommender systems (especially commercial ones) neither allow other ex-

ternal recommender systems to access them, nor share their proprietary user modeling data. How-

ever, it can be hypothesized that recommender systems could benefit from enriching their user 

modeling data by importing and integrating user modeling data collected by other, possibly re-

lated, systems, and therefore provide better recommendations to their users.  

1.2   Mediation of User Modeling Data in Recommender Systems 

User modeling data integration can be achieved through a process that is referred to as mediation 

of UMs and other user modeling data [Berkovsky et al. 2006a; Berkovsky et al. 2008]. The term 

'mediation' was coined in this work and it is defined as "a process of importing and integrating 

the user modeling data collected by other recommender systems for the purposes of a specific 

recommendation task". Hence, the primary goal of the mediation is to instantiate the UMs 

through inferring the required user modeling data from other data imported from other systems. 

The mediation enriches the existing UMs (or bootstraps empty UMs) in the target recommender 

systems and, as a result, facilitates provision of better recommendations. 
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Let us introduce an example mediation scenario in the realm of digital entertainment. Let us con-

sider a network of Web-sites providing personalized entertainment recommendations. The net-

work includes music, movies, TV programs, books and humor recommender systems. Also, con-

sider a user requesting a movie recommendation from the movies recommender system. Although 

the movies recommender system collected certain user modeling data about the user in the past, 

these may not be sufficient for providing high quality recommendations. To enhance the recom-

mendations, the movies recommender system can obtain more accurate UMs by importing and 

integrating user modeling data collected by other systems. For example, such an information can 

be the list of user's favorite art genres, which can be mined from her favorite TV programs stored 

in the UM collected by TV programs recommender system or from the books that were recom-

mended by books recommender systems and later purchased by the user, or the list of user's fa-

vorite composers, which can be mined from the CDs purchased by the users stored in the UM 

collected by music recommender system. These data can be used, for example, for recommending 

a movie of the favorite genre, where the soundtrack music was composed by the favorite com-

poser.  

 

The idea of UM mediation presents a number of challenges. The first challenge refers to the na-

ture of the information market, and its business models. As a result of today's commercial compe-

tition between practical real-life recommender systems, the systems typically neither cooperate 

nor share their user modeling data. In [Adomavicius and Tuzhilin 2005b], the authors point out 

that typical recommender systems are either provider-centric (i.e., each provider has its own rec-

ommendation engine to tailor its content to consumers) or market-centric (i.e., providing recom-

mendations for a specific marketplace in a particular industry or sector). The authors claim that 

the lack of technical data-sharing solutions in the existing recommender systems is mainly ex-

plained by business limitations imposed on the exchange of user-related information among com-

peting parties in the same market.  

 

The second challenge refers to guaranteeing user privacy. UMs collected by a certain recom-

mender system may contain private and sensitive information, that the users would not like to be 

disclosed to other systems, and possibly to untrusted parties [Cranor et al. 1999]. For this reason, 

many recommender services that store sensitive information about their users declare in their pri-
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vacy policies that no personal information stored by the system will be transferred to other parties 

under any circumstances [Wang and Kobsa 2006]. As a result, they are committed not to transfer 

information stored in their UMs to other systems and, therefore, the possibilities of applying the 

above mediation scenario are limited. 

 

The third challenge refers to practical and technical considerations of the mediation. For example, 

in a distributed setting various recommender systems need to connect to each other through slow, 

inherently unreliable, and error-prone communication middleware. Due to various connectivity 

limitations, certain recommender systems (e.g., those running on personal and mobile devices) 

may be partially available online, or their communication throughput may be limited. In some 

cases, the mediation may require time-consuming data processing by one of the systems, which 

may prevent the provision of real-time personalized recommendations.  

 

The fourth challenge refers to the structural heterogeneity and incompleteness of the user model-

ing data. As mentioned earlier, current recommender systems usually refer to specific application 

domains, and the services are provided using specific recommendation techniques, which imply 

specific UM representations. The lack of a standard representation for the UMs and specific stor-

age and access requirements imposed by various recommendation techniques, result in a situation 

where various systems collect user modeling data in different ad-hoc forms. This heterogeneity 

causes several problems: various techniques may store the preferences of the same user in differ-

ent forms; the information in various systems may be conflicting or outdated, and may be influ-

enced by various cross-lingual and cross-culture dependencies; and so on. All these heterogenei-

ties aggravate the mediation task, since it must support not only the integration of user modeling 

data, but also resolution of inconsistencies and conflicts among the data obtained from various 

systems [Francisco-Revilla and Shipman 2004].  

 

This work focuses on resolving only the latter challenge – the heterogeneity of the available user 

modeling data. Although this work stresses the importance of the other challenges, practically it 

refers only to certain aspects of the privacy challenge and to the technical challenge of user mod-

eling data storage and retrieval in a distributed environment. However, the reader is referred to 

[Rabanser and Ricci 2005] for a discussion of integrated business models in recommender sys-

tems, to [Kobsa 2007] for an extensive discussion of privacy-preserving approaches in recom-
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mender and personalization systems, and to [Han et al. 2004; Ruffo and Schifanella 2007] and 

[Breese et al. 1998; Goldberg et al. 2001] for discussions on, respectively, distributed decentral-

ized recommender systems and optimized heuristic variants of the collaborative filtering. 

 

In summary, the main contribution of this work is in developing a general abstraction mechanism 

and some precise mediation methods for aggregating and integrating user modeling data in a dis-

tributed environment, which facilitates better interoperability of recommender systems and provi-

sion of better recommendations to the user. This contribution is two-fold: (1) from the user mod-

eling perspective it establishes a novel approach for building more accurate UMs by integrating 

user modeling data collected by a set of distributed recommender systems, while (2) from the 

recommender systems perspective it provides a basis for a novel hybrid recommendation tech-

nique, where the recommendation generation process is based on the information coming from 

multiple sources of user modeling data. Hence, this work can be considered as the first work that 

formalizes and experimentally evaluates interoperability of recommender (and personalization) 

systems through sharing of user modeling data. It can be naturally extended in various research 

directions, such as more extensive evaluation of the mediation, implementing and evaluating 

cross-context mediation, implementing the mediation between practical recommender systems, 

developing information exchange model, and many others.  

1.3   Organization of the Book 

This work is divided into four Parts, which are further divided into Sections. Part I is an introduc-

tory part, providing a motivational discourse and survey of the related research directions. Section 

1 describes the motivation behind the work and briefly introduces the proposed solution of the 

problem of mediation of user modeling data. Section 2 provides the background material by sur-

veying numerous research works in the domains of recommender systems and user modeling, and 

can be skipped by experienced readers. 

 

Part II provides the main contribution of this work from the theoretical point of view. It presents 

and extensively discusses the idea of user modeling data mediation and several practical media-

tion approaches. Section 3 presents a general user modeling data representation and describes its 

several possible instantiations in the existing recommendation techniques. Section 4 elaborates on 
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the mediation of user modeling data as a means for enriching the user modeling data available to 

the target recommender system. In particular, four types of mediation are presented: cross-

representation, cross-user, cross-item, and cross-context mediations. Both Sections 3 and Section 

4 are based on the conference-level publication [Berkovsky 2006a] and the follow-up extended 

journal publication [Berkovsky et al. 2008]. 

 

Part III presents two implementations and evaluations of the UM mediation. Section 5 presents a 

cross-technique variant of cross-representation mediation, where the user modeling data are con-

verted between collaborative filtering and content-based recommender systems. As such, it dem-

onstrates a practical scenario, where the data collected by one recommender systems is shared 

with and exploited by another system. Section 5 is based on the conference-level publication 

[Berkovsky et al. 2006b] and the follow-up extended journal publication [Berkovsky 2009a]. Sec-

tion 6 presents cross-domain mediation, a generalized variant of cross-item mediation, where col-

laborative filtering user modeling data from several application domains are imported and several 

practical mediation scenarios are defined and evaluated. This demonstrates a more complicated 

mediation scenario, where several types of user modeling data mediation are shared between re-

commender systems. Section 6 is based on the conference-level publications [Berkovsky et al. 

2007a] and [Berkovsky 2007b]. 

 

Part IV presents some practical aspects of the mediation. Two challenges among those mentioned 

in Section 1.2, are studied in depth. Section 7 present a decentralized distributed model for stor-

age, access and retrieval of heterogeneous user modeling data with no central ontology, such that 

various data providers may represent their data in different ways. Section 7 is based on the initial 

conference-level publication [Berkovsky et al. 2005b] and the follow-up extended journal publi-

cation [Berkovsky 2009b].Section 8 deals with the privacy challenges of UM mediation in col-

laborative filtering recommender systems and proposes several data modification methods that 

can be applied for the obfuscation of sensitive parts of collaborative filtering UMs. Section 6 is 

based on the conference-level publications [Berkovsky et al. 2005a], [Berkovsky et al. 2006d], 

and [Berkovsky 2007c]. 

 

Finally, Part V and Section 9 conclude and summarize this work. It presents the conclusions that 

can be drawn from this work, summarizes its research contributions, and proposes several possi-
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ble directions for future research, which can be natural extensions of this work. Section 9 is based 

on the conclusions and on the future research directions presented in [Berkovsky et al. 2008]. 
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Chapter 2: Background and Related Works 

Recent studies showed that the world's total yearly production of information is more than 1.5 

billion gigabytes [Lyman and Varian 2003]. Also the amount of available information on the Web 

is huge: there are billions of Web-pages, and millions of newsgroups and forums, which are con-

stantly expanding; another study estimates that the Web grows significantly every single day 

[Smyth 2005]. This mass of available online information results in an increasing difficulty in 

finding relevant information in which users are really interested. This issue is referred to in the 

literature as the information overload problem [Hiltz and Turoff 1985; Nelson 1994; Maes 1994]. 

Initially, information overload was defined as “information presented at a rate too fast for a per-

son to process” [Sheridan and Ferrell 1974]. In the context of Web, information overload might 

cause the users to fail in locating the required information, or to overlook information that would 

be considered important in different conditions, or simply to evaluate the available information 

and select the most appropriate one.  

 

As a result, there is a pressing need for personalization systems (i.e., intelligent systems capable 

of providing services according to the user's personal needs and interests), and delivering infor-

mation tailored in such way that will be most appropriate and valuable to the user [Brusilovsky et 

al. 2007]. In particular, [Good et al., 1999] names three main technologies that are commonly 

used to address the information overload problem: 

• Information Retrieval [Chen and Sycara 1998; Brin and Page 1998] – focusing on tasks in-

volving a fulfillment of ephemeral interest queries.  

• Information Filtering [Belkin and Croft 1992; Hanani et al. 2001] – filtering streams of in-

coming information and extracting the relevant information from the incoming stream accord-

ing to a set of predefined criteria. 

• Recommender Systems [Resnick et al. 1994; Resnick and Varian 1997] – trying to assist users 

in the selection of available items by predicting the level of interest of a particular user in a 

given item and suggesting the most valuable items only. 

All the above technologies are aimed at overcoming the information overload by finding informa-

tion that might interest a user and/or filter out the undesirable information reaching the user. 

Thus, the techniques exploited by these technologies partially overlap and many practical applica-

tions can be classified to several technologies.  
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Information retrieval applications, e.g., search engines [Das et al. 2007], assist users in locating 

information based on explicit queries, by which the users represent their ephemeral information 

needs. Because of the vast amount of available information and relatively simple keyword match-

ing algorithms, search engines usually return either thousands or very few answers [Jansen et al. 

1998]. Furthermore, their capability is inherently limited to retrieval of textual documents, as they 

are unable to retrieve other types of information such as audio, video and multimedia files. Infor-

mation filtering applications reduce information overload by filtering out irrelevant information. 

These systems collect information about the users, infer and build user profiles, representing their 

interests and preferences, and use them to filter out the irrelevant pieces of information reaching 

the users. Recommender systems applications advise their users about items they might wish to 

purchase or examine from a larger set of available items [Burke 2000]. Also these applications 

maintain profiles of users' interests and needs, and apply statistical and knowledge discovery 

techniques aimed at selecting the most appropriate items [Sarwar et al. 2000]. Hence, these appli-

cations aggregate input recommendations provided by various users and redirect them to the most 

appropriate recipients [Resnick and Varian 1997].  

 

We would like to stress the observation that, in the sense of operational functionality, recom-

mender and information filtering applications are considered complementary approaches [Hanani 

et al. 2001]. Both are aimed at reducing the information overload: recommender systems limit the 

amount of information reaching the user by selecting and displaying relevant information only, 

while information filtering applications achieve the same by filtering out the irrelevant informa-

tion from the user's incoming information stream. Since this work deals with addressing the in-

formation overloading in recommender systems, future discussion will focus on these applica-

tions. 

2.1   Recommender Systems 

Recommender systems mainly use past opinions of a user or a community of users to help indi-

vidual users to identify items of interest effectively from an overwhelming set of choices. It is 

important to mention the most popular end-user goals and tasks, for which recommender systems 

are being used, as expressed by the users themselves [Herlocker et al. 2004]: 
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• Annotation in context – annotation and grading of potentially selectable items (e.g., email 

messages, news items, and so forth). 

• Finding good items – suggesting a specific set of items, most valuable for the users. 

 

Although intensive research of recommender systems was initiated by [Resnick and Varian 

1997], the algorithms exploited in the state-of-the-art recommender systems were proposed ear-

lier in [Malone et al. 1987]. That work referred to the process of removing irrelevant information 

reaching the user and proposed two basic recommendation techniques: (1) cognitive filtering, 

which is nowadays referred to in the literature as content-based filtering [Morita and Shinoda 

1994], and (2) social filtering, which is nowadays referred to as collaborative filtering [Resnick et 

al. 1994]. Later, other recommendation techniques, which are currently considered basic tech-

niques, were added: knowledge-based recommendations [Burke 2000] and demographic filtering 

[Krulwich 1997]. Finally, [Burke 2002] compared the advantages and shortcomings of the above 

techniques and discussed the possible methods for their hybridization. Experiments and compari-

sons of hybrid recommender systems, described in [Burke 2002], validate a hypothesis of prior 

works that hybridization between recommendation techniques can improve the accuracy of the 

recommendations provided to the users. 

 

Since the beginning of research on recommender systems over a decade ago, this domain has 

grown substantially. Currently, there are many practical recommender systems providing person-

alized recommendations in various application domains. We will mention only a small list of do-

mains:  

• Movies [Good et al. 1999] – combines collaborative filtering recommendation techniques and 

information filtering agents to identify movies that a user would find worthwhile. 

• TV programs [Dai and Cohen 2003] – combines content-based and collaborative filtering 

recommendation techniques to build a pseudo-user profile, which answers the requirements of 

a group of users to which the current user belongs. 

• Music [Aguzzoli et al. 2002] – uses case-based reasoning recommendation techniques to 

build and recommend music compilations for the users. 

• Newspaper articles [Claypool et al. 1999] – combines content-based and collaborative filter-

ing recommendation techniques to filter out the articles that would not interest a user from an 

online newspaper. 
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• News items [Resnick et al. 1994] – uses collaborative filtering recommendation techniques to 

recommend unseen news items that will interest her. 

• Academic courses [Farzan and Brusilovsky 2006] – applies a hybridization of collaborative 

filtering and content-based recommendation techniques to recommend academic courses to 

graduate students. 

• Humor [Goldberg et al. 2001] – uses collaborative filtering recommendation techniques to 

recommend jokes to the users. 

• Food recipes [Svensson et al. 2000] – uses a stereotype-based recommendation techniques to 

generate food recipe recommendation in an online grocery store. 

• Travel routes and plans [Ricci et al. 2003] – uses a hybrid case-based reasoning recommenda-

tion techniques to suggest a user tourist site he would enjoy visiting. 

• Museum exhibits [Kuflik et al. 2007] – applies content-based filtering recommendation tech-

niques to recommend a user exhibit based on feedback on previous exhibits. 

Other domains are presented in a comprehensive survey of commercial recommender systems 

applications [Schafer et al. 2001], while a more updated listing and classification of the existing 

recommender systems can be found in [Montaner et al. 2003] and [Adomavicius and Tuzhilin 

2005c].  

 

The following subsections briefly overview the details of four recommendation techniques: con-

tent-based filtering, collaborative filtering, knowledge-based recommender systems, and demo-

graphic filtering. These techniques (and some variants of their hybridizations) constitute the basis 

of the state-of-the-art recommender systems and various online applications using recommenda-

tion techniques for the purpose of providing personalized services to the users. 

2.1.1   Content-Based Recommender Systems 

The content-based recommendation approach represents the items of interest by their associated 

features and the interests of the users as a basis for recommendations [Morita and Shinoda 1994; 

Oard 1997]. For example, consider a news items recommender system, where the words men-

tioned in the articles represent the content attributes of the items. The simplest content-based re-

commender systems are basically keyword-based information retrieval systems. For example, 

[Burke et al. 1996a] describes a natural language question answering system that builds a knowl-

edge base of the most frequently asked questions, including their keywords and terms, and rec-
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ommends the users answers to queries based on the terms appearing in the queries. Another ex-

ample of content-based recommender systems is presented in [Mirzadeh et al. 2005]. That work 

describes a system that iteratively asks the users to refine their queries by providing additional 

content features describing the items being searched. The refined queries are searched again in the 

system's repository, and the recommendations are generated by the system through this iterative 

and interactive query refinement process. 

 

Content-based recommender systems typically learn the user profiles based on the features of 

objects, which were rated by the user in the past. Most of the commonly used machine learning 

techniques can be exploited in order to learn the user profiles. Among others, they include deci-

sion trees [Kim et al. 2002; Gmytrasiewicz et al. 1998], neural networks [Alvarez et al. 2007], 

genetic algorithms [Desjardins and Godin 2000], and other techniques. The profiles used in con-

tent-based recommender systems are typically long-term profiles [Burke 2002], i.e., they reflect 

the stable parts of users' preferences. To keep providing accurate and up-to-date recommenda-

tions, the profiles are continuously updated, as more evidence about the user's preferences is ob-

served from the user's feedback on items. 

 

We would like to stress that content-based filtering is limited to recommending only items with 

contents previously encountered and rated by the user. For example, when a user rated only items 

from a certain application domain, only items from this domain can be recommended in the future 

(e.g., if a user rated movies from a particular genre only, the system cannot surprise her by pro-

posing movies from other genres). This problem is referred to in the literature as the serendipity 

problem [McNee et al. 2006] of content-based recommender systems. Moreover, since the state-

of-the-art (except the obvious keyword-based search tools) content-based recommender systems 

acquire accurate list of users' interests, they usually require time for training before being able to 

produce high quality recommendations. This problem is referred to in the literature as a new user 

problem [Linden et al. 2003] and is considered a particular case of a general sparsity problem 

[Schein et al. 2002], where the amount of available information is not sufficient for generating 

accurate recommendations. 
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2.1.2   Collaborative Filtering Recommender Systems 

Collaborative filtering is probably one of the most popular and widely-used recommendation 

techniques. It is based on the notion of automating word of mouth presented in [Shardanand and 

Maes 1995], which assumes that people who agreed in the past (i.e., their ratings regarding a cer-

tain set of objects correlated), will also agree in the future. In other words, it uses opinions of 

similar users to generate future predictions for the user. It differs from the content-based filtering 

in the sense that opinions of other users and not only the opinions of the user who requested a 

recommendation are used as input for the recommendation generation.  

 

The opinions of the users on the available items are represented by the ratings matrix, where each 

item is represented by a set of users' opinions and each user is represented by her opinions on the 

items (referred to in the literature as the ratings vector). These opinions can be expressed either as 

explicit ratings given by the user according to a predefined scale that ranges from 'bad' to 'good', 

or as implicit ratings accumulated and inferred through logging user's interaction with the system. 

For example, consider a Web-pages recommender system, where the users can provide explicit 

ratings on visited pages on a discrete scale from 1 to 5 stars. Alternatively, the system may im-

plicitly acquire opinions of the user, where the actions of viewing or skipping certain Web-pages 

are interpreted as, respectively, positive and negative ratings. 

 

The main stages of the collaborative filtering recommendation generation process are defined as 

follows [Herlocker et al. 1999]: (1) recognizing commonalities between users by computing simi-

larities of their rating vectors; (2) selecting a subset of the most similar users; and (3) generating 

recommendations by aggregating the opinions of the most similar users. Due to its social origin 

based on the similarities of users, collaborative filtering process is sometimes called 'people-to-

people correlation' [Schafer et al. 1999]. Some of the important early systems using this technique 

were GroupLens for filtering of news articles [Resnick et al. 1994], Ringo for recommending mu-

sic albums and artists [Shardanand and Maes 1995], Tapestry for filtering of the incoming stream 

of emails [Goldberg et al. 1992], and Recommender for movie recommendations [Hill et al. 

1995]. 

 

One of the stages of the collaborative filtering recommendation process deals with identifying the 

set of the most similar users, which is also referred in the literature as "the neighborhood forma-
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tion stage [Herlocker et al. 1999]. This is usually performed by applying similarity metrics on the 

available users and selecting either all the users whose similarity is above a certain threshold or a 

set of K most similar users. The most popular similarity metrics (more can be found at [Breese et 

al. 1998]) are: 

• Pearson Correlation. According to this metric, the similarity between the profile Px of user x, 

and the profile Py of user y is computed by: 
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A negative cor(Px,Py) indicates a dissimilarity of users, while a positive cor(Px,Py) indicates  

their similarity. When cor(Px,Py) is equal or close to 0, no significant correlation between the 

users can be inferred. This metric was used in [Pennock et al. 2000a] and in [Sarwar et al. 

2000]. 

• Cosine Similarity. This metric defines the similarity between two users by computing the co-

sine of the angle between their profiles in a multi-dimensional space: 
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where . denotes the inner product between the relevant profile vectors, and ||Pa||2  denotes 

the norm of a vector, i.e., the square root of the inner product of a vector with itself. This 

metric was used in [Good et al. 1999] and in [Sarwar et al. 2001]. 

• Mean Squared Difference. Basically, this metric computes the degree of dissimilarity between 

two users. The mean squared differences between profile Px of user x, and the profile Py of 

user y is computed by: 
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where |Pa| denotes the cardinality of the profile vector of user a. The lower is the result of 

the mean squared difference computation, the greater is the similarity between the users. 

This metric was used in [Shardanand and Maes 1995] and in [Pennock et al. 2000a].  
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In comparison with content-based recommendation techniques, the main advantage of collabora-

tive filtering is its independence of any representation of users and items. Hence, collaborative 

filtering systems can generate recommendations for items regardless of their contents: recom-

mendations for movies, images, and text documents can be generated in a similar manner by a 

single system. As such, collaborative filtering is considered a universal technique, capable of pro-

viding recommendations for items from different domains. Collaborative filtering recommender 

systems suffer from two sparsity problems that should be stressed: (1) new user problem – the 

number of ratings of a user is insufficient for a reliable similarity computation [Linden et al. 

2003], and (2) new item problem – the number of ratings on an item is insufficient for a reliable 

generation of recommendations [Gokhale and Claypool 1999]). Another drawback of collabora-

tive filtering systems is their non-dynamism and insensitivity to 'short-term needs' of users [Hayes 

and Cunningham 2003]. Although the ratings are collected over time, the sparsity of the data re-

quires taking all the available ratings into account. As a result, the recommendations are some-

times not accurate since they are based on outdated ratings, deterring the users from using the 

system. This makes collaborative filtering systems too coarse-grained when the recommendation 

must be tailored to specific short-term needs. 

2.1.3   Knowledge-Based Recommender Systems 

Knowledge-based recommender systems attempt to suggest items based on inference about user's 

needs and preferences. In other words, knowledge-based systems comprise functional knowledge, 

i.e., they have a-priori general knowledge about the matching of certain items to certain user 

needs. Hence, they can generate recommendations through reasoning about the relationship be-

tween a given need and a set of possibly recommended items. The above functional knowledge 

should be defined in advance by the developers of the system, and therefore knowledge-based 

recommender systems are referred as the "editor's choice" method [Schafer et al. 1999].  

 

In knowledge-based systems, user profiles can be represented by any structure that supports the 

required inference. In the simplest case, when no information about the user is available, the 

user's profile can be neglected and the user's behavior during the recommendation session (i.e., 

queries launched, viewed results, query modifications and so forth) serves as the only basis for 

the recommendations. However, most knowledge-based systems store detailed representations of 

users' needs and a history of transactions between the users and the system. This history of past 
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interactions is typically represented as an iterative process: (1) the user launches a query describ-

ing the item interesting her; (2) the system identifies the items that satisfy the query and (3) repre-

sents the items in a certain order reflecting the user needs; (4) the user browses the suggested 

items and if they do not satisfy her need, she (5) modifies the query to refine her needs.  

 

Several knowledge-based recommender systems were described in the literature. For example, 

[Burke et al. 1996b] describes a recommender system, which supports navigational search for the 

item in which the user is interested. This system stores a user profile as a series of searches, their 

results and modifications inserted by the user to refine the search. Similarly, [Schmitt and Berg-

mann 1999] stores detailed characteristics of the items, viewed by the user within her interaction 

with the system. In addition to the item characteristics, [Towle and Quinn 2000] proposes storing 

the user profiles also the information that describes the causalities of their behavior. 

 

Conversational recommender systems [Linden et al. 1997] have become a widely-used and inten-

sively studied type of knowledge-based recommender system. A very early example of a conver-

sation student course advising recommender system was proposed in [Golumbic et al. 1986]. In 

that work, student preferences for courses were (1) automatically generated according to the for-

mal degree requirements of the students matched against their transcripts of courses taken and 

grades received, and (2) explicitly modified or specialized by the students.  Preferences for time 

schedules were also provided by the students, and matched by the system to the courses recom-

mended.  Further extensions of the system were presented in [Golumbic and Feldman 1990] and 

[Golumbic et al. 1991]. 

 

Unlike in 'single shot' recommender systems, the users of conversational systems iteratively refine 

their requirements and manage a dialog with the system. After each query, the system presents to 

the user a set of recommended items satisfying the query, and several ways to refine the query, 

called critiques [Reilly et al. 2004]. Hence, conversational recommender systems iteratively guide 

the user by recommending certain items and exploit user's critiques to improve the following rec-

ommendations [Smyth et al. 2004; Zhang and Pu 2006]. Due to the above iterative refinement of 

user queries, conversational recommender systems can more easily adapt their recommendations 

to the user's short-term needs. 
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The main advantage of knowledge-based recommender systems is that they are not affected by 

the sparsity problem. Since the recommendation process is based on a-priori functional knowl-

edge, and not on users' ratings, the system is capable of producing accurate recommendations 

even in the early stages. However, this also introduces the major drawback of knowledge-based 

systems, as they rely on design knowledge inserted by the system developers. As such, knowl-

edge-based systems are expensive to build and difficult to maintain. Therefore, their domains are 

typically limited to a relatively small set of pre-coded topics only, and they cannot be easily 

adapted to the specific needs of individual users or to new application domains [Burke 2000]. 

2.1.4   Demographic Recommender Systems 

Demographic filtering recommender systems aim at categorizing the users using their personal 

demographic attributes, and generating recommendations based on the demographic classes. An 

early example of demographic filtering system was described in [Rich 1979b] that produced book 

recommendations using personal information gathered through an interactive dialogue, whereas 

the responses of the users were matched against a library of manually assembled user stereotypes. 

Conversely, [Krulwich 1997] used the data gathered on demographic groups in marketing re-

search to suggest a range of products and services. Demographic-based systems usually exploit 

machine learning methods to train a classifier based on the available demographic data about the 

users [Pazzani 1999]. 

 

Although demographic filtering, similarly to the collaborative filtering, uses "people-to-people 

correlation", the advantage of the former is that it does not require the history of user ratings that 

is required by the latter. Hence, demographic filtering systems are not affected by the data spar-

sity problem. However, demographic filtering systems require demographic data, which are con-

sidered private and sensitive, not commonly available, and are typically difficult to collect. Infor-

mation sharing surveys showed that the users are typically reluctant to share their private demo-

graphic information, such as phone numbers, physical addresses and so forth [Cranor et al. 1999]. 

Another issue that prevents wide use of demographic systems is their relative unreliability with 

respect to the accuracy of the generated recommendations. In many cases, demographic similarity 

of users is not representative enough to imply their similarity in various application domains 

(consider demographic similarity versus the similarity of tastes in music, movies, and other do-

mains). As a result, the generated recommendations may be inaccurate, and demographic recom-
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mender systems are relatively infrequent in comparison to the systems exploiting the previous 

techniques. 

2.1.5   Comparison of Recommendation Techniques 

The above mentioned recommendation techniques differ in the input they require, the functional 

knowledge required for recommendation process, and the underlying algorithms. Table 1 (adapted 

from [Burke 2002]), summarizes the above mentioned recommendation techniques. The follow-

ing notation is used in the table: I is the set of items for which recommendations might be made, 

whereas U is the set of users whose preferences and interests are known. The ultimate goal of the 

system is to predict the level of interest (or, simply to provide a recommendation) of a user u, who 

is referred to in the literature as the active user, in an item i. 
 

Table 1: Summary of Recommendation Techniques 

Technique Required Knowledge Input Filtering Algorithm 
Content-based Features of items in I Ratings from u on 

the items in I 
Generate a classifier that fits the 
ratings of u, and use it on I 

Collaborative Ratings from U on the 
items in I 

Ratings from u on 
the items in I 

Identify users in U similar to u, and 
extrapolate their ratings on i 

Knowledge-
based 

Features of items in I, 
knowledge if they meet 
user's needs 

Description of the 
needs of u 

Infer a match between i and the 
needs of u 

Demographic Demographic data 
about U and their rat-
ings on items in I 

Demographic 
data about u 

Identify users in U demographi-
cally similar to u, and extrapolate 
their ratings on i 

 

Each of the above recommendation techniques has its own strengths and weaknesses. Table 2 

summarizes the advantages and disadvantages of each one (also adapted from [Burke 2002]). 
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Table 2: Advantages and Disadvantages of Recommendation Techniques 

Technique Advantages Disadvantages 
Content-based + Domain knowledge not needed 

+ Quality improves over time 
+ Implicit feedback is sufficient 

− New user problem 
− Non-dynamism 
− Recommend expected items  

Collaborative + Domain knowledge not needed 
+ Quality improves over time 
+ Implicit feedback is sufficient 

− New user problem 
− New item problem 
− Requires large data sets 

Knowledge-
based 

+ No bootstrapping problem 
+ Sensitive to preference changes  
+ Include non-product features 

− Requires knowledge engineering 
− Difficult maintenance 

Demographic + Cross-domain inference 
+ Domain knowledge not needed 
+ Quality improves over time 

− Requires large data sets 
− Non-dynamism and unreliability 
− Requires demographic data 

 

Table 2 shows that content-based, collaborative, and demographic filtering recommendation 

techniques do not require domain knowledge to provide accurate recommendations. Conversely, 

knowledge-based technique does require extensive domain knowledge to be defined a-priori by 

system developers. Collaborative and content-based recommendation techniques suffer from the 

data sparsity problem [Schein et al. 2002], especially at the initial bootstrapping stages. This 

problem may hamper the accuracy of the generated recommendations, which may improve over 

time, as the system collects a sufficient amount of information. Conversely, knowledge-based and 

demographic recommendation techniques are capable of providing accurate recommendations 

almost regardless of the amount of information about the users available to the system. This also 

implies the non-dynamism of content-based, collaborative and demographic filtering recommen-

dation techniques. Once a user profile has been collected and stabilized by the system, the process 

of changing the preferences in the profile is difficult and requires a sufficient period of time. 

Conversely, knowledge-based techniques quickly adapt to the immediate needs of the users and 

do not need retraining when the user preferences change. 

2.1.6   Hybrid Recommender Systems 

Since all the above mentioned recommendation techniques have their own advantages and disad-

vantages, prior work tried to hybridize (i.e., to combine) them in various ways in order to achieve 

the best performance. [Burke 2002] surveys and compares possible hybridizations of the above 

recommendation techniques. The main hybridization methods applied in the state-of-the-art hy-

brid systems include: 
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• Weighted – recommendation is computed from the recommendations generated by individual 

recommendation techniques, e.g., by computing a weighted combination of the recommenda-

tions generated by content-based and collaborative recommender systems [Claypool et al. 

1999]. 

• Switching – the system selects which of the individual recommendation techniques should be 

applied depending on the task and available data, e.g., by considering the reputation of every 

individual technique based on the user's acceptance of past recommendations generated by 

this technique [Tran and Cohen 2000]. 

• Mixed – several individual recommendations are displayed to the user simultaneously, or the 

generated recommendation contains parts of the individual ones, e.g., by combining parts of 

TV programs generated by content-based and collaborative recommender systems [Smyth and 

Cotter 2000]. 

• Feature Combination – individual recommendation techniques combine several sources of 

user profiles, e.g., using content-based profiles of the users as a mean for computing their 

similarity for collaborative filtering recommendation technique [Pazzani 1999]. 

• Cascade – several individual recommender techniques sequentially refine the recommenda-

tions generated by previous technique, e.g., knowledge-based recommendations are parti-

tioned into buckets, such that all the items in a single bucket are sorted by a collaborative fil-

tering recommender system [Burke 2002]. 

• Feature Augmentation – data derived from the user profiles of a certain recommendation 

technique serve as input user modeling data (not only the recommendation) for another rec-

ommendation technique, e.g., data that are closely related to the items recommended by a con-

tent-based recommender system are further used by a collaborative filtering recommender sys-

tem [Mooney and Roy 1999]. 

• Meta-Level – user profiles of a certain recommendation technique serve in their entirety as 

input to another recommendation technique, e.g., content-based data collected by a content-

based recommender system are transferred to a collaborative filtering recommender system 

and used for the similarity computation [Pazzani 1999]. 

 

Early work on recommender systems [Malone et al. 1987] hypothesized that hybridization of rec-

ommendation techniques is beneficial for generated the recommendations. Experimental evalua-
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tion conducted in [Burke 2002] validated this hypothesis and practically showed that the accuracy 

of the generated recommendations improves in most of the hybridizations.  

2.2   User Modeling 

Successful generation of recommendations by a recommender system requires accurate informa-

tion about the users to be stored in the user profiles. This information is referred in the literature 

as a user model, i.e., 'an explicit representation of properties of a particular user' [Fink and Kobsa 

2000]. Hence, user modeling can be defined as a process of collecting information about the user 

and constructing her model. Different methods for the personalization of user's interaction with 

systems based on the information stored in the user models were successfully developed and ap-

plied in a variety of domains. A partial list of such applications includes E-Commerce recom-

mendations, Web-browsing, adaptive natural language processing tools, adaptive educational and 

learning systems, personalized digital entertainment services, information filtering, and digital 

libraries; there are many others. 

 

Initial motivation and ideas for collecting information about the users as a key element for provid-

ing personalized services were discussed in [Perrault et al. 1978]. Further works [Rich 1979a; 

Rich 1979b] discussed application domains for user modeling and proposed using stereotyping, 

i.e., classification of a user to one of the a-priori defined types of user, as the basic user modeling 

approach. In the following years, several systems that collected various types of information 

about the users were developed. In some of these systems, e.g., [Kobsa and Wahlster 1989] and 

[McTear 1993], the user modeling task was performed by the system itself, with no distinction 

between the components maintaining the primary system functionality and the components dedi-

cated for the user modeling. Some other systems, e.g., [Sleeman et al. 1985] and [Kass 1988], 

contained a separate user modeling component that was responsible for building a model of user's 

preferences and needs. An extensive review of these early user modeling approaches can be found 

in [Kobsa and Wahlster 1989]. 

2.2.1   Building User Models  

User models are typically built by the systems through prolonged accumulation of information 

about the users' needs, preferences and interests. This can be performed either explicitly by active 
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feedback provided by the user as part of her interactions with the system, or implicitly by inferring 

the required information about the user from these interactions. 

 

In the explicit collection of user models, the models are collected by direct interaction between 

the system and the users through various forms, questionnaires, feedback, and so on. For exam-

ple, [Alfonseca and Rodriguez 2003] presented a system, where the user modeling data was col-

lected from the user's choice of one of the predefined stereotypes and from the user's feedback to 

a set of questions. Similarly, in [Petrelli et al. 1999] the list of interests was collected from the 

user's answers to a questionnaire filled before starting the visit. [Price 2000] presents a system, 

which collected demographic information about the users through a form that the users filled dur-

ing the initial registration process.  

 

Clearly, this acquisition of user modeling data is inconvenient, as it requires the users to perform 

a time-consuming and irritating task of explicitly answering numerous intrusive questions 

[Hanani et al. 2001]. Furthermore, privacy issues might obstruct acquisition of elaborate and ac-

curate user models and deter many potential users from using the system [Cranor et al. 1999]. 

Hence, in many systems the models of the users were collected implicitly [Webb et al. 2001]. In 

this case, the user models were inferred using various machine learning techniques from the data 

recorded while observing the user's behavior during her interaction with the system.  

 

The state-of-the-art works in the domain of machine learning for user modeling were surveyed in 

[Webb et al. 2001]. That work surveyed application domains providing personalized services 

(such as recommender systems, news filtering systems, email assistants, and others) and listed 

several open issues regarding the exploitation of machine learning techniques for the collecting 

accurate user models:  

• Need for labeled data in supervised learning – supervised learning algorithms require explic-

itly labeled data, which in many cases cannot be obtained from observing users' behavior. 

• Concept drift – capability of quickly adapting the learned model to the unique characteristics 

of the specific application and to reflect the dynamicity and changes in the user interests. 

• High computational complexity of learning algorithms – developing heuristic algorithms de-

creasing the computational complexity of learning techniques. 
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Both explicit and implicit acquisition of user modeling data raise an important issue of preserving 

user's privacy [Kobsa 2007]. In [Kobsa 2001b] the authors surveyed the impacts of various pri-

vacy components on the dissemination of personalization systems. That work highlighted the fact 

that a uniform solution for privacy concern does not exist, since privacy preferences and privacy 

agreements differ from user to user and from country to country. Hence, it encouraged the estab-

lishment of a comprehensive agreement that will restrict the access to the information reposito-

ries, and will decrease the likelihood of user's private to be accessed by untrusted parties.  

 

We would like to stress the limitations of both acquisition methods. The explicit acquisition of 

user models implies a direct interaction between the user and the system. As this may be consid-

ered by the users as a time-consuming and irritating task, many users may refrain from it, and not 

allow the system to collect accurate user modeling data. Conversely, in the implicit acquisition of 

user models, the user modeling data are inferred indirectly by the system from past users' interac-

tions. Hence, this implies various reasoning and inference mechanisms to be exploited by the sys-

tems and introduces a degree of uncertainty into the inferred data. In this work we propose to al-

leviate these limitations and enrich the user models available to the personalization systems by 

importing the user modeling data collected by other personalization systems. 

2.2.2   Domain-Specific User Modeling 

User modeling is exploited for the personalization of services in a wide variety of application 

domains and specific applications. [Hanani et al. 2001] surveys numerous approaches to building 

user models in various personalization systems and application domains. Specific approaches 

differ from one domain to another, as dictated by the specific need of the systems. In this subsec-

tion, we focus on two domains of Web-browsing and tourism/traveling services as typical repre-

sentatives of other domains, where similar user modeling techniques are exploited. The reader is 

referred to [Hanani et al 2001] for a wider list of domains and applications. 

• Web-browsing. The state-of-the-art centralized user modeling systems in Web-browsing do-

main were reviewed in [Fink and Kobsa 2000]. That work discussed and compared three typi-

cal representatives of such systems: (1) GroupLens [Resnick et al. 1994; Clark 2002] filters 

Usenet news using collaborative filtering, (2) Personalization Server [Price 2000] and 

FrontMind [Manna 2000] employ rule-based personalization of Web-pages by clustering us-

ers and applying predefined rules to the generated clusters, and (3) Learn Sesame [Caglayan et 
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al 1997] builds browsing models of the users, performs their clustering based on a predefined 

set of attributes and supports domain modeling through a dedicated model definition lan-

guage. [Alfonseca and Rodriguez 2003] presented a system for adapting the contents of Web-

pages according to the interest of the user. The user models contained the personal interests of 

the users determined either through explicitly choosing one of the predefined stereotypes and 

by employing learning the user's feedback to a set of visited Web-pages and the preferred 

amount of information in a page. The user models facilitated restricting the set of pages 

shown to the user and setting the percentage of the original document that should be shown. 

[Billsus and Pazzani 1999] presented a framework for adaptive news access, designed to build 

daily news compilations for the users. For the acquisition of user models, the users explicitly 

provided their feedback regarding a number of sample news items. This was repeated on a 

daily basis, allowing two user models to be collected: (1) long-term models describing the 

general interests and needs of the users, and (2) short-term models describing the current 

needs of the users. Both were used to provide to the users adaptive access to news items.  

• Tourism/traveling. PTA [Waszkiewicz et al. 1999] presented a personal travel assistant sys-

tem implemented as a multi-agent system. PTA stored user models as collections of past in-

teractions of the users with the system containing the requirements of the user, the chosen 

tourist plan and the rejected alternative plans. To generate personalized traveling recommen-

dations, PTA matched the user models stored with the available services (e.g., hotels, flights, 

and so forth) and recommended to the user the set of best matching services. A similar user 

modeling approach is presented in the Trip@dvice tourism recommender system [Ricci et al. 

2003].  Trip@dvice stores user models as cases [Aadmot and Plaza 1994], including the user's 

description, her general traveling preferences, and past interactions between the user and the 

system during tourist route planning: user queries, recommended and viewed options, query 

modifications, selected tourist route, and so forth. The importance of user modeling for pro-

viding adapted guidance during museum visits was discussed in [Petrelli et al. 1999] and [Ku-

flik et al. 2007]. Those works assumed that users' behavior during the museum visit (e.g., 

moving velocity, exhibits visited, viewing certain presentations for the exhibits, and so forth) 

serve as implicit expressions of their interests. This allowed personalized routes to be built 

within the museum, exhibits to visit to be recommended, and even specific presentations for 

the exhibits to be suggested. To bootstrap the system, the initial user models were collected 

explicitly through a questionnaire [Petrelli et al. 1999], or marking interesting tourism sites 
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from a list of sites [Kuflik et al. 2007]. Tracking and analyzing further user behavior during 

the visit allowed the initial user models to be refined and the generation of more accurate rec-

ommendations. 

 

Typically, user models stored by personalization systems are designed to answer the needs of the 

system, as the topics of the collected models are focused on the domain of the system, and their 

representation is adjusted to the tools and personalization techniques applied by the system. This 

inherently constitutes a severe limitation and hampers the interoperability of personalization sys-

tems, as the collected models are 'proprietary' and cannot be transferred between the systems. As a 

result, there is a need for generic, comprehensive and application-independent user modeling ap-

proaches, which, once initialized with domain knowledge, can facilitate interoperability of per-

sonalization systems and provide personalization services for a variety of applications and do-

mains [Kobsa 2001a]. 

2.2.3   Generic User Modeling Systems 

The notion of general application-independent user modeling was presented in [Finin and Drager 

1986]. That work described GUMS general user modeling system, which allowed personalization 

application developers to define general user stereotypes and relationships between them. For 

each stereotype, GUMS facilitated defining facts that described the stereotype and rules for the 

system's reasoning about it. At runtime, GUMS received new facts about the user from the under-

lying personalization application, verified their consistency with the current information about the 

user (informing the application about recognized inconsistencies), and answered the application 

queries regarding the user. Although GUMS was not applied with a real personalization applica-

tion, it outlined the basic functionality of a general user modeling system: provisioning of user 

modeling services that can be configured during the development time. GUMS also demonstrated 

a new paradigm of generic user modeling system, which could be initialized with application-

specific user modeling knowledge, and further serve as a separate independent component in per-

sonalization applications. 

 

Most of the general user modeling systems exploited the collected data as input for a certain in-

ference mechanism, mapping their users to one of the predefined stereotypes. For example, UMT 

[Brajnik and Tasso 1994] allowed the definition of hierarchically ordered user stereotypes, and 
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inference rules for specific types of user modeling data. Conversely, BGP-MS [Kobsa and Pohl 

1995] allowed assumptions about the individual users and generalized user stereotype groups to 

be represented using a first-order predicate logic, such that inferences across various types of as-

sumptions could be defined in a first-order modal logic. Similarly, TAGUS [Paiva and Self 1995] 

represented assumptions about the users using first-order formulas, with meta-operators express-

ing various assumption types. Moreover, it allowed the definition of a stereotypes hierarchy and 

contained an inference mechanism, a truth maintenance system, and a diagnostic component in-

cluding a library of possible misconceptions. [Kay, 1995] presented the um toolkit, a mechanism 

for reusing generic user modeling data originated by various personalization systems. The core of 

the system is a centralized repository of information about the users. Every personalization sys-

tem had its own view of the relevant parts of the user modeling data via a resolver, which was 

aimed at providing the required view of the available user modeling data. This architecture and 

toolkit served a basis for a generic user modeling server called Personis [Kay et al. 2002].  

 

[Kobsa 1990] extensively discussed and redefined generic user modeling systems and introduced 

the term of user modeling shell systems. That work defined the user modeling shell systems as 

empty expert systems that had to be filled with domain-specific rules for deployment as a real 

expert system. Later, [Kobsa 2001a] surveyed the state-of-the-art research of user modeling shell 

systems, and presented the requirements essential to facilitating their wide dissemination for aca-

demic and commercial purposes: 

• Generality – domain independence, usability in as many application and domains as possible, 

and for as many as possible user modeling tasks within these applications. 

• Expressiveness – ability to express as many as possible types of assumption about the user. 

• Inferential capabilities – capability of performing and supporting various reasoning and infer-

ence mechanisms, and resolving the detected conflicts and contradictions. 

• Import of external user-related information – ability to integrate user modeling information 

collected by the current system with the models collected by other remote systems. 

• Privacy requirements – support of privacy policies and conventions, national and international 

privacy legislations, and privacy-enhancing tools and services. 

• Quick adaptation – ability to adapt the user modeling services quickly to new users, applica-

tions and specific services. 
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• Load balancing – providing accurate user modeling services, while keeping reasonable tech-

nical performance: robustness, availability, and response time. 

• Future requirements – support for future applications, such as ubiquitous modeling of mobile 

users, personalization functionalities in everyday-life devices, and usage not limited to per-

sonalization purposes, and expansion to other types of applications. 

 

The rationale for assigning importance to these requirements lies in the exploitation of user mod-

eling approaches in a wide variety of research and application domains, such as artificial intelli-

gence and machine learning [Webb et al. 2001], natural-language dialog [Kobsa and Wahlster, 

1989], intelligent tutoring [Kass 1988] and many others. Hence, user modeling shells are ex-

pected to support complex assumptions and reasoning about the users, maintain the essential pri-

vacy and adaptation constraints, and be usable in as wide as possible range of domains and appli-

cations.  

 

Although the notion of a centralized generic user modeling server seems to be an adequate solu-

tion, it severely violates various privacy regulations. In this setting the general user model is built 

in a single place, which can be potentially exposed to attacks by malicious users. Successful at-

tacks may endanger users' privacy, as they allow the attacker to access and reveal all the private, 

and possibly sensitive, information about the users. This privacy breach of a centralized user 

modeling server might cause many potential users and systems to refrain from using it [Cranor et 

al. 1999]. 

2.2.4   Ontology-Based Representation of User Models  

Since the state-of-the-art personalization systems are mostly domain-specific, they usually store 

partial user models related to their application domain, i.e., the data stored in their user models 

are dictated by the specific information needs of the systems. However, due to the architectural 

decisions and specific requirements posed by various personalization techniques, the representa-

tion of the user models in various systems from the same application domain may also differ (e.g., 

natural-language or semi-structured description, features vector, the relevant stereotype and its 

characteristics explicit ratings, neural network, and others). Moreover, even for the same repre-

sentation of the user models, various systems might use different terms and languages to express 

the same underlying concepts models (e.g., synonyms, hyponyms, hypernyms, or simply different 
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natural languages). Since the accuracy of the personalization increases with the accuracy of the 

available user modeling data, there is an emergent need for a standardized representation of the 

user models. Such standardization simplifies sharing and integration of the collected user model-

ing data and allows more reliable and comprehensive user models to be generated. 

 

[Pohl 1999] identified the need for a standardized user modeling information representation 

through a comprehensive overview of logic-based representations and reasoning in user modeling 

systems, and presented an AsTRa framework for logic-based user model representation and rea-

soning. Basically, AsTRa obtained its power and flexibility through integrating two popular ap-

proaches: (1) assumption-like storage of user modeling data, and (2) logic-based inference for-

malism. That work also discussed the integration of AsTRa prototype in BGP-MS user modeling 

shell, which was proposed in [Kobsa and Pohl 1995]. 

 

Much work focused on the issue of ontology-based representation of user models in a scrutable 

[Kay 2006] and reusable [Kay 1999] manner. In the context of user modeling, the term 'scrutable' 

means that the available user modeling data are understandable upon examination and observa-

tion, whereas 'reusable' means that various systems can benefit from the content of the same user 

models. Such representation allows disregarding the issue of user model limited to a particular 

system or application domain, as the structure and content of the user models are based on on-

tologies, which facilitate access to a customized explanation of the user model components. 

 

For example, [Razmerita et al. 2003] presented a general ontology-based user modeling architec-

ture called OntobUM. OntobUM integrated three ontologies: user ontology defining the users, 

domain ontology defining the relationships between various domains, and log ontology defining 

the user-system interaction. User models were collected both through a user profile editor, and by 

classifying the users to one of the predefined stereotypes based on their past activities. Another 

approach to a standardized representation of the user models was presented in [Heckmann and 

Krueger 2003]. That work presented UserML, a knowledge representation language for describing 

user models in various domains, where every object contained a pointer to the ontology, specify-

ing its particular domain.  
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On the basis of UserML, [Heckmann et al. 2005] introduced GUMO, a comprehensive set of gen-

eral user modeling ontologies, allowing uniform interpretation of distributed user models in intel-

ligent environments. The ontologies of GUMO were represented using OWL semantic language 

[McGuinness and van Harmelen 2004] and were available for all the involved user modeling and 

personalization systems at the same time. The fact that GUMO was commonly accepted by all the 

involved systems and focused on user modeling tasks facilitated the exchange of user modeling 

data between various systems to be significantly simplified and allowed the inherent problem of 

syntactical and structural differences between the systems to be overcome. That work also dis-

cussed possible combinations of GUMO and UserML [Heckmann and Krueger 2003]. A situa-

tion, where UserML serves as a uniform user modeling language and GUMO serves as a com-

monly accepted ontology across multiple user modeling and personalization systems, facilitates 

exchange of user modeling data between various systems and better composition of partial user 

models collected by various systems. 

 

The main limitation of the ontology-based approaches lies in the static nature of the ontologies. 

As can be observed from the above mentioned works, they all assume that the ontology is prede-

fined and available, i.e., it is modeled a-priori by external domain experts. This inherently implies 

a centralized management of the ontology, which can hardly evolve and be modified over time. 

This contradicts our assumption about a decentralized and highly dynamic setting, where each 

personalization system can potentially provide valuable user modeling data, and appeals for a 

more flexible approach to the data representation. 

2.2.5   Ubiquitous User Modeling  

Nowadays, a situation where multiple personalization systems store information about their users 

is not unusual, since the users are surrounded in their everyday activities by various devices, 

which can provide personalized services. These devices vary from PDAs, embedded computers in 

cameras, cars, or mobile phones, up to high performance wearable computers. This paradigm of 

'present everywhere' computing is referred to in the literature as ubiquitous computing [Weiser 

1991]. Due to the limitations of ubiquitous computing devices, one of the main challenges of 

ubiquitous computing is the issue of ubiquitous personalization services, which, in turn, high-

lights the importance of ubiquitous user modeling [Heckmann 2005; Carmichael et al. 2005; Lo-

renz and Zimmermann 2006]. According to the definition of [Heckmann 2005], ubiquitous user 
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modeling is "an ongoing modeling and exploration of user behavior with a variety of systems that 

share their user models." 

 

A rather simplistic approach to resolving the issue of ubiquitous user modeling was suggested in 

[Potonniee 2002]. That work proposed building an application adaptation framework using a cen-

tralized storage of the UMs on the users' personal smart cards. The smart cards stored and man-

aged the users, partially resolving the privacy and availability issues which are of the highest im-

portance in a decentralized ubiquitous environment. Compared to a solution, where the profiles 

are stored in a central server, the use of smart cards made the profiles available in any context, 

enhanced the data privacy and security by allowing the users to control their user models fully 

(e.g., what user modeling data should be exposed, to what extent, to which systems, and so forth), 

and avoided the communication delays. However, the smart cards aggravated the problem of a 

single point of failure, as all the available personal information was stored in a single repository, 

the disclosure of which by an attacker could have a disastrous effect. 

 

[Kay et al. 2003a] presented and overviewed a centralized architecture for user modeling services 

in a ubiquitous environment. That work presented a general user model stored on a central server 

as a composition of partial user models, stored by various ubiquitous personalization applications. 

Each application maintained its own inference mechanism that allowed it to update the general 

user model and to extract from it the needed information. When the user modeling data were 

needed, the relevant information was extracted from the general user model and adapted to the 

specific needs of the personalization system that requested the data. Thus, every application could 

generate its own view of the general user model. It should be noted that according to this ap-

proach, the users are in full control of the parts of the general model that are accessible by other 

applications through defining the access permissions. In the following work, [Kay 2003b] pre-

sented a visualization tool that allowed the users to explore their models, to navigate through 

them, to edit the components of the model, and to set its access permissions. 

 

A similar approach was presented in [Niederee et al. 2004]. That work proposed using the Uni-

fied User Context Model (UUCM) for the purposes of exploiting parts of the general user model 

in several personalization systems. The representation of user modeling data in UUCM was based 

on a single shared ontology, and allowed it to support two main features: (1) generality – usability 



 41 

in as wide as possible variety of domains and specific applications, (2) expressiveness – capabil-

ity to express as wide as possible range of knowledge about the user. [Mehta 2005a] presented an 

approach for cross-system personalization, based on the idea of a context passport that was in-

spired by UUCM. The personalization system extracted the required user modeling data from the 

context passport, performed the personalized activities based on the extracted data, and updated 

the passport. Finally, [Mehta 2006] defined three main stages of cross-system communication 

protocol for sharing user modeling data across different systems in a user-centric way:  

• Negotiation – achieves an understanding on the type of user modeling data that is needed by 

the target personalization system and agreement on common ontology and vocabulary. 

• Personalization – extraction of the required user modeling data from a set of source systems 

and their transfer to the target personalization system. 

• Synchronization – replication and update of the user modeling data upon completion of per-

sonalization tasks by the target personalization system.  

 

[Lorenz 2005] proposed an agent-based architecture for a distributed user modeling in the ubiqui-

tous environment through sharing of partial user models. That work proposed achieving user 

models sharing through a network of cooperating agents, acting as active components and using 

predefined communication framework. Each agent might manage a part of the general user mod-

eling data, but the whole network of agents will integrate together these partial user models into a 

distributed representation of the knowledge about the user. The negotiation between the agent, 

and exchange and integration of partial user models were achieved through designated brokering 

agents, virtually representing other systems in the network.  

 

In all those works, the task of user model integration (maintaining the inference mechanism 

from/to the centralized model, or direct negotiation between the agents) is aggravated by the wide 

variety of existing user modeling techniques and representations. As neither the policy for the 

sharing of user modeling data, nor the standards or protocols for the conversion between various 

representations of the data are defined, practical interoperability of any two personalization sys-

tems should be explicitly provided by the system developers. Taking into account the large num-

ber of existing personalization approaches and user model representations requires to develop a 

vast number of conversion mechanisms. Hence, the technology proposed in this work introduces 

a certain level of standardization into the required interoperability of personalization systems.  
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Chapter 3: User Modeling Data Representation 

A unified model for user modeling data representation is required in order to facilitate the UM 

mediation. The discussion starts with a two-dimensional representation which is an abstraction of 

the data representation adopted by most of the existing systems. This model is then extended to a 

three-dimensional representation reflecting the context-awareness aspects.  

3.1   Two-Dimensional Representation of User Models 

Most of today's recommender systems base the warehousing, i.e., storage, access and retrieval, of 

their UMs on a two-dimensional matrix representation. The two generalized dimensions of this 

representation are the users and the items. These dimensions are referred to as generalized be-

cause they may be described by sets of specific features. Hence, if the user is described by n fea-

tures (e.g., age, gender, and others) and the item by m features (e.g., color, shape, price, and oth-

ers), the space of all possible user and item pairs is described by an n+m dimensional space. For 

instance, when the users and the items are described by their unique identities only, the space of 

all possible users and items pairs is two-dimensional, where the first dimension refers to the user 

identifier and the second to the item identifier. In this case, the ratings given by users to items are 

described by a map from the two-dimensional space to a numeric range, e.g., {1, 2, 3, 4, 5}. In a 

more concrete way, in this situation, an NxM matrix (representing N users and M items) either 

represents directly or reflects the ratings given by the users to the items. The ratings are given on 

a predefined scale and could be given in an explicit or implicit way. Explicit ratings are typically 

provided by the users, while implicit ratings are inferred by the system through observing user 

behavior indicators. For example, if the user bought the recommended product, the system im-

plicitly interprets it as a positive rating.  

 

When the users and the items are described by sets of features, the matrix is still referred to as the 

description of ratings given by users to items. However, such matrix is a high dimensional matrix, 

i.e., it is a function R'gen from the n+m dimensional space of pairs Userfeat x Itemfeat to a set of 

ratings:  

R'gen: Userfeat x Itemfeat � rating. 
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In the above definition Userfeat represents the user features, Itemfeat represents the item features, 

and rating represents the ratings given by the users to the items.  

 

In fact, this function is not defined for all the possible user and item pairs, i.e., the system may not 

know the rating values given by a user to all the items. Hence, given a user who requests a rec-

ommendation, the goal of a recommender system is: (1) to estimate the rating value for some 

items, which the user has not previously rated, and (2) to suggest some items to the user, for in-

stance those items having maximal predicted rating. Note that the actual recommendation task 

heavily depends on the exact functionality (and service) provided by the system. This can include 

recommending the best item, ranking N best items, filtering highly irrelevant items, and many 

others [Adomavicius and Tuzhilin 2005c]. In the rest of this work the recommendation task refers 

to predicting a future rating, which would be assigned by a certain user u to a certain item i. 

 

Although R'gen was defined as a function from a two-dimensional matrix, both of its basic dimen-

sions Userfeat and Itemfeat can be described using a multidimensional representation by a set of 

features. However, since the described data representation does not imply use of any commonly 

agreed ontology, the separation between the basic dimensions of Userfeat and Itemfeat is ambiguous 

and somewhat artificial. Some systems may classify certain ephemeral features as features de-

scribing the users, while other systems may classify them as features describing the items. For 

example, consider a travel recommender system and a feature representing the season of the 

travel. This feature could be interchangeably considered as one of the user features (e.g., the user 

searching for a holiday resort in winter), or as one of the item features (e.g., holiday resort in win-

ter). To overcome this, the representation can be considered as a single multi-dimensional space 

of features, which reflects a single integrated list of features, where certain sets of features can be 

grouped into the basic dimensions of Userfeat and Itemfeat. 

 

This R'gen representation is applicable to a wide variety of state-of-the-art recommendation tech-

niques, as can be seen in the following examples: 

• In collaborative filtering [Herlocker et al. 1999], the two-dimensional matrix RCF is referred to 

as the ratings matrix and is represented by: 

RCF: Userid x Itemid � rating, 
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where Userid and Itemid are the unique one-dimensional identifiers of users and items2, and 

rating is the rating given by the user to the item. In this case, an individual UM is represented 

by a set of ratings given by the relevant user, and is referred to in the literature as the ratings 

vector. For example, consider the following ratings matrix for the domain of movies RCF={ 

((Alice, "The Lord of The Rings"),1), ((Alice, "The Matrix"), 0.8), ((Bob, "Psycho"), 0.2), 

((Bob, "Friday the 13th"), 0) }, representing the ratings of two users, Alice and Bob, given on 

a continuous scale between 0 and 1. Typically, collaborative filtering systems do not store any 

additional information about the features and content characteristics of users and items, beside 

their identities. 

• In content-based filtering [Morita and Shinoda 1994], the two-dimensional matrix RCB is rep-

resented by: 

RCB: Userid x Itemfeat � rating, 

where Userid represents the unique identifier of the users, Itemfeat represents a feature space 

describing the item's features, and rating reflects the user's ratings (e.g., in form of weights) to 

the items characterized by that feature. In this case, the UM is represented by the values re-

flecting the ratings given by Userid to certain Itemfeat features, originated by the descriptions of 

items. For example, content-based matrix RCB from the previous example can be RCB={ ((Al-

ice, science-fiction), 0.9), ((Bob, horror), 0.1) }. In this example, each movie is described by a 

content-related feature representing the genre of the movie, taking in these examples the val-

ues horror and science-fiction. It can be observed that in content-based recommender systems 

the raw UMs contain the ratings of the users to the items described by a set of features. This 

information is typically used to build a refined model that depends on the specific classifica-

tion technique used by the recommender system.  

• In demographic filtering [Kurlwich 1997], the two-dimensional matrix Rdem is represented by: 

Rdem: Userfeat x Itemfeat � rating, 

where Userfeat represents a set of features describing certain demographic characteristics of a 

group of users to which the user belongs, Itemfeat represents either the unique identity of the 

item or a set of features reflecting the item's content, and rating virtually represents the ratings 

given by a group of users with certain demographic characteristics to the items. In this case, 

the UM is represented by a combination (userfeat, itemfeat) and the ratings provided by the user 

described by userfeat to the items, containing itemfeat. For example, Rdem of the users Alice and 

                                                           
2  Although in this case the identity of the user (item) is considered as one of the features, it should be stressed the 

identity is a special feature, which facilitates a unique identification of user (item) in all the systems. 



 46 

Bob from previous examples can be Rdem={(female, science-fiction), 0.9), ((male, horror), 

0.1)}. In this example it should be pointed out that the very notion of user and item can de-

pend on the specific recommendation technique. Here, for instance, the users are represented 

by a single user stereotype that is defined only by the gender feature. Similarly, the items are 

described only by the genre feature. 

 

All the previous recommendation techniques could, in principle, adopt the generalized user and 

item representations, as defined for the demographic filtering approach, which generalizes the 

user description, and content-based method, which generalizes the item description. In fact, many 

recommender systems providing personalized recommendations based only on the ephemeral 

session data adapt the generalized user and item representation to the specific needs of the sys-

tems and exploit this representation for the purpose of generating the recommendations [Ricci et 

al. 2006b]. 

 

In addition, the way the ratings of the users are represented is highly heterogeneous across various 

recommender systems. Some systems store numeric ratings given by the users on a predefined, 

but not standard, scale (e.g., the scale may be discrete or continuous, the range of possible values 

may vary from one system to another, and so on), some store symbolic ratings (e.g., positive or 

negative ratings, thumbs-up or thumbs-down, and so on), some store system-specific feedback 

derived from user behavior (e.g., examining or not the recommended item, purchasing or not the 

recommended product, and so on), some store the resultant navigation history of the user (e.g., 

opening or not the recommended Web-link, period of time spent viewing the recommended Web-

page, and so on), and others store the free-text feedback provided by the users [Hanani et al. 

2001].  

 

Several types of the user feedback are discussed and compared in [Montaner et al. 2003]. Such 

feedback is classified into four categories:  

• No feedback – modifications of the user data are done manually by the users using a specific 

component provided by the system. 

• Explicit feedback – explicit opinion provided by the user. For example, numeric ratings as-

signed to artists or music bands [Shardanand and Maes 1995], annotations of viewed docu-
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ments [Goldberg et al. 1992], or binary opinions regarding the interestingness of Web-pages 

[Pazzani and Billsus 1997]. 

• Implicit feedback – user opinion is inferred by the system from monitoring the user's behav-

ior. For example, analyzing lists of preferred leisure activities [Kurlwich 1997], reading times 

of the received messages [Morita and Shinoda 1994], or usage data of hypermedia systems 

[Kobsa et al. 2001c].  

• Hybrid feedback – combines both the explicit and implicit user feedback, such as in [Resnick 

et al. 1994; Joachims et al. 1997; Sakagami et al. 1997].  

To resolve this heterogeneity and to refer to the wide variety of user feedback to the provided 

recommendations in a uniform manner, all the possible types of feedback are generalized and 

denoted by the term evaluation [McNee et al. 2003]. 

 

To address the heterogeneity of the evaluations assigned by (or predicted for) the user to an item, 

the R'gen function was generalized to the experience of a user for an item. An experience is de-

fined as an evaluation function that maps a pair, the user who had the experience and the item 

experienced by the user, to an evaluation. An experience evaluation details how the user and the 

item are linked together. Formally, the experience is represented by: 

Exp: Userfeat x Itemfeat � evaluation 

where Userfeat and Itemfeat represent the feature spaces describing user and item features, and 

evaluation represents the feedback given by the user described by Userfeat for the item described 

by Itemfeat. Figure 1 schematically illustrates the representation of experiences in a two-

dimensional space. 

 

 

Fig. 1. Representation of Experiences and their Evaluations in Two-Dimensional Space 
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For example, consider an experience e described verbally by "Alice likes science-fiction movies". 

Using a simple object-oriented-like notation, this experience can be represented by 

Exp(user.name=Alice, item.movie.genre=science-fiction)=like. This representation of the experi-

ence shows that the evaluation of a user, whose feature name is assigned the value Alice for the 

item movie, whose feature genre is assigned the value science-fiction is like. 

 

This allows further generalization of the R'gen representation of the matrix to the Exp representa-

tion for the UM warehousing comprising user- and item-dependent representation of experiences 

and evaluations. Also over the Exp representation, a single UM, i.e., the model of a concrete user, 

is considered as a set of the Exp contents restricted to values of the features of this user. In other 

words, the user model for user u is the range of the Exp function restricted to the user u. More-

over, the Exp representation of experiences allows one to devise the following formulation: "the 

recommendation is a task of predicting future evaluation of a new experience for a specific com-

bination of (userfeat, itemfeat) values, based on a set of past experiences". In other words, the rec-

ommendations are aimed at predicting evaluations of the new experiences using the knowledge 

obtained from past experiences. 

3.2   Three-Dimensional Representation of User Models 

The above generalization of the classical recommendation problem does not overcome a severe 

limitation of the majority of recommendation techniques: ignoring the context of the experience 

[Buriano et al. 2006]. There is a variety of definitions for the term context in the literature. For 

example, it can refer to the user location, the time or the temperature of the day [Brown et al. 

1997], or it can be considered as the subset of physical and conceptual states of interest to a par-

ticular entity [Pascoe 1998]. One of the most comprehensive definitions of context is given in 

[Dey and Abowd 1999]: "Context is any information that can be used to characterize the situa-

tion of an entity. An entity is a person, place, or object that is considered relevant to the interac-

tion between a user and an application, including the user and applications themselves".  

 

With respect to recommender systems, [Goker and Myrhaug 2002] defines context as a descrip-

tion of aspects of a situation and splits the general user context into five components: (1) envi-

ronment context – captures the entities that surround the user; (2) personal context – captures the 
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state of the user and consists of two subcomponents, the physiological context and the mental 

context; (3) task context – captures what the persons (actors) are doing in this user context; (4) 

social context – captures the social aspects of the current user context, such as friends, enemies, 

neighbors, co-workers and so on; and (5) spatiotemporal context – captures aspects of the user 

context relating to the time and spatial extent for the user context. 

 

In fact, user preferences represented by the UM are generally valid only within specific contextual 

conditions, such as spatial, temporal, emotional, and other conditions. That is, a user's preferences 

stored in the UM may change as a function of various contextual conditions. Nonetheless, the 

generalized matrix representation Exp considers an experience as a user- and item-dependent en-

tity only, not influenced by the contextual conditions, which may actually affect the evaluation of 

the experience. For example, two experience evaluations may be defined as "Alice likes to see 

comedy movies with her friends" and "Alice does not like to see comedy movies with her parents". 

In this example, if the companion of a user is treated as a contextual condition, the evaluation of 

the same experience is positive in one contextual condition and negative in another. Hence, to 

facilitate provision of context-aware recommendation, the above two-dimensional (user- and 

item-dependent) representation Exp should be extended by a third general dimension, reflecting 

various contextual conditions and features that may be considered by the recommender system.  

 

The context-awareness issue has lead to a multidimensional warehousing of the UMs that cap-

tures the dependencies between the ratings and a generalized user-, item- and context-dependent 

model [Adomavicius et al. 2005a]. This model extends the two-variables function Exp, ignoring 

the context-awareness issue, to a three-variables function ExpCA, incorporating a third dimension 

of context. Given the above generalization of ratings to the experiences evaluation, context-aware 

experience is defined by: 

ExpCA: Userfeat x Itemfeat x Contextfeat� evaluation. 

Figure 2 schematically illustrates the representation of context-aware experiences in a three-

dimensional space. 
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Fig. 2. Representation of Context-Aware Experiences in Three-Dimensional Space 

 

This representation, in addition to the standard Userfeat and Itemfeat features, also includes Con-

textfeat that represents the contextual conditions (or the values of the contextual features) of the 

experience. Similarly to Userfeat and Itemfeat, Contextfeat is also described using a multidimen-

sional representation by a set of features. Hence, a specific contextual condition of the experi-

ences is referred to as a subspace of this multidimensional contextual space. For instance, in the 

above mentioned example, only one contextual feature of companion out of a large Contextfeat set 

of contextual features is mentioned. When the companion feature is assigned the value of friends, 

the evaluation is positive, and when it has the value family, the evaluation is negative.  

 

It should be stressed that modifying the representation of Exp function to ExpCA, i.e., incorporat-

ing the contextual features, does not have any effect on the UM warehousing. UMs are still re-

ferred to as collections of past experiences, whereas the experiences are now context-aware. Also, 

although the definition and representation of experience was modified to capture the context-

awareness issue, the definition of the recommendation task remains unchanged. This still consists 

of predicting the evaluations of the new experiences based on a set of past experiences and their 

evaluations. However, since the experiences were now modified to include the contextual features 

contextfeat, the recommendations should be provided in a context-aware manner, i.e., they should 

refer to a certain combination of userfeat, itemfeat and contextfeat values, and not of userfeat and of 

itemfeat values only. 

 

Previous observations regarding the ambiguous separation of features between the basic dimen-

sions are still valid in the three-dimensional representation. Various recommender systems can 

misinterpret the same feature and classify it to different basic dimensions. For example, the above 
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feature of the season in the tourism recommender system in the previous section can naturally be 

considered as a contextual feature. Hence, although the third basic dimension of context was in-

troduced, the whole representation can still be considered as a single multi-dimensional space of 

features, where certain sets of features can be grouped into the basic dimensions of Userfeat, Item-

feat, and Contextfeat. 
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Chapter 4: User Modeling Data Mediation Framework 

The main problem in providing high quality context-aware recommendations using the context-

aware ExpCA representation for the UM warehousing is the sparseness of the data stored in the 

UMs, i.e., the lack of sufficient user modeling data about the user in specific contextual condi-

tions [Ricci 2006a]. The problem of insufficient information for generating high-quality recom-

mendations is a well-known problem of traditional recommender systems [Linden et al. 2003], 

which rely only on the two-dimensional representation R'gen and ignore the contextual dimen-

sions. This problem is aggravated when the contextual information is considered, as the initially 

sparse two-dimensional experiences are partitioned among multiple contexts, reflecting the spe-

cific contextual conditions of the experiences. As a result, the amount of available user modeling 

data referring to a specific contextual condition significantly decreases when the context-

awareness issue is taken into account. Hence, a major question refers to the tradeoff between the 

specialization of context-aware recommendation generations and the reduction of the available 

user modeling data. 

 

This work discusses an approach aimed at overcoming the sparseness problem using a mediation 

of UMs and user modeling data. The exact definition of mediation is formulated as follows: "me-

diation of UMs is a process of importing the user modeling data collected by other (remote) re-

commender systems, integrating them and generating an integrated user model for a specific goal 

within a specific context". In this definition, the term integration refers to a set of techniques 

aimed at resolving the heterogeneities and inconsistencies in the obtained data. The mediation 

process facilitates instantiating the UMs through inferring the required user modeling data from 

past experiences and their evaluations in a three-dimensional context-aware representation space. 

Hence, it enriches the existing UMs (or bootstraps empty UMs) in the target recommender system 

using the data collected by the remote systems and facilitates provision of better context-aware 

recommendations. In the rest of this section a general architecture of UM mediation will be pre-

sented and four practical mediation methods will be extensively discussed. 
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4.1   User Modeling Data Mediation Architecture 

Two parties are involved in the mediation process. On the one hand, there is a target recom-

mender system, i.e., the system requested to provide personalized recommendations to the user. 

Formally, this system acts as the initiator of the mediation process by requesting the available 

user modeling data from other systems. On the other hand, there are numerous remote recom-

mender systems that may provide relevant user modeling data (i.e., past experiences) to the target 

recommender system. More precisely, these might not be recommender systems only, but also 

various services, Web-sites, sensors and even a user's personal devices, that collected past experi-

ences of the user. These two parties are interconnected via the UM mediator, which constitutes 

the core element of the mediation process. The general architecture of the UM mediation process 

is illustrated in Figure 3. 

 

 

Fig. 3. Architecture of the User Modeling Data Mediation 

 

 

As discussed earlier, the main difficulty of the UM mediation and the main focus of this work is 

overcoming the heterogeneity of the user modeling data. For example, recommender systems 

from different application domains imply different user modeling data stored in the UMs. Even 

within the same domain, different systems may store different information in their partial UMs, 

according to the specific recommendation technique being exploited (e.g., ratings vector in col-

laborative filtering UMs [Herlocker et al. 1999] vs. a feature vector of interest topics in content-

based UMs [Morita and Shinoda 1994]). Moreover, even the UMs of two recommender systems 

from the same application domain exploiting the same recommendation technique may use dif-

ferent terms to describe equivalent underlying objects, i.e., users, items, or domain features.  
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Hence, successful completion of the UM mediation task requires (1) developing and applying 

reasoning and inference mechanisms for converting user modeling data between various represen-

tations, applications and domains, and (2) identifying and exploiting semantically-enhanced 

knowledge bases, actually facilitating the above reasoning and inference. Combinations of vari-

ous reasoning and semantic tools will allow commonalities between the user modeling data repre-

sentation of various systems to be identified. As a result, the mediator consists of two principal 

components:  

• Integration Mechanism. The obtained past experiences may be represented in different 

ways, e.g., using various ontologies, domain-specific and application-specific terminology, or 

even different languages. In addition, the evaluations of the same experience in different sys-

tems may be contradictory. Hence, this component is responsible for resolving conflicts and 

heterogeneities in the obtained user modeling data using various reasoning and inference 

mechanisms. This requires the integration mechanism to implement and apply certain policies 

for conflict resolution in the obtained data3. 

• Knowledge Base (KB). This is an auxiliary component, used by the integration mechanism. It 

contains semantically-enhanced inter-domain and intra-domain knowledge bases representing 

dependencies and relationships between various user, item and context features. The data 

stored in the knowledge bases facilitate resolving the heterogeneities in the obtained user 

modeling data. For example, it allows reconciling the ontologies exploited by various recom-

mender systems, converting the terms used by certain systems to a standard representation, 

and even provides machine translation tools resolving cross-lingual dependencies. 

 

The envisioned flow of the user modeling data mediation process consists of the following stages 

(as illustrated in Figure 4): 

1. The recommendation request is treated by the target system as a request for a prediction of the 

evaluation of the new experience for a specific combination of userfeat, itemfeat, and contextfeat. 

By predicting this evaluation, the target system can also determine whether the item should be 

recommended to the user in a given context. The target recommender system queries the me-

diator for the UMs, containing past experiences that are relevant for predicting the evaluation 

of the new experience. The query contains the required (userfeat, itemfeat, contextfeat) combina-

tion. 
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2. The mediator analyzes the query and determines the set of remote recommender systems, 

which may store potentially relevant past experiences. This analysis is done using semantic 

data provided by the knowledge base. 

3. The mediator forwards the query to the set of remote recommender systems that were deter-

mined in the previous stage. 

4. Remote recommender systems, which actually store the relevant experiences, respond to the 

query and send to the mediator their locally collected UMs and/or the relevant experiences 

only. 

5. The mediator integrates the obtained experiences using the semantic data provided by the 

knowledge base. Clearly, different combinations of UM representations in remote and target 

systems will require different integration mechanisms. 

6. The generated user modeling data are sent to the target recommender system. Since the user 

modeling data of the target system are enriched in comparison to the locally collected data 

stored before the mediation, the system is capable of providing better recommendations to the 

user. 

 

 

Fig. 4. Stages of the Mediation 

 

 

To illustrate the mediation flow, consider again the above example of a network of recommender 

systems dedicated to digital entertainment. The network consists of music, movies, TV programs, 

books, and humor recommender systems. Consider Alice, one of the users of the movies recom-

mender system who asks the system to suggest movie. To provide a better recommendation, the 

target movies recommender system queries the mediator for the relevant user modeling data (step 

1). The mediator analyzes the request and the data provided by the movie recommender system 

(e.g., past opinions of Alice on the movies she has already seen and a list of potentially recom-

mendable movies in theaters tonight) and identifies the set of remote recommender systems that 

                                                                                                                                                                                            
3 It is reasonable to assume that various systems will provide user modeling data with different levels of  

accuracy and up-to-date information. Although the paper highlights the importance of resolving such 
conflicts, developing conflict resolution policies falls beyond its scope. 
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can potentially provide relevant past experiences (step 2). Imagine that these systems are TV, 

books, music, and jokes recommender systems. The mediator forwards the query for the relevant 

past experiences to these systems (step 3).  

 

The remote recommender systems, which store the relevant experiences, send them back to the 

mediator (step 4). Imagine that only TV programs and books recommender system stored the 

relevant experiences: the TV programs system sends the list of programs seen by Alice during the 

last week and the books system sends the list of books purchased by Alice through the Web-site 

of the books recommender system. The mediator integrates the acquired past experiences into a 

single UM using the knowledge base and converts it to the format required by the specific rec-

ommendation technique exploited by the target movies recommender system (step 5). For exam-

ple, it mines the information available about the TV programs seen by Alice, extracts the topics of 

these programs, and checks whether there are recommendable movies with overlapping or similar 

topics. The mediator also identifies the writers of the books purchased by Alice and checks 

whether there are recommendable movies based on the novels written by these writers. Finally, 

the derived user modeling data (i.e., the list of topics and writers) is forwarded to the movies re-

commender system (step 6), where it is used for generating personalized recommendations. 

4.2   User Modeling Data Mediation Methods 

The above scenario immediately raises a question: "What user modeling data are relevant for the 

mediation and need to be imported from the remote systems"? In principle, any available user 

modeling data (i.e., any past experience) may be relevant to some extent as input to the mediation 

process, since they may help predict the evaluations of the new experience. For example, consider 

a target recommender system that is supposed to predict the new experience evaluation for a spe-

cific combination of (userfeat, itemfeat, contextfeat) values. The possible groups of (userfeat, itemfeat, 

contextfeat) combinations in past experiences stored by other recommender systems are as follows 

(the respective mediation methods will be extensively discussed later in this section): 

• Experiences that refer to the same combination (userfeat, itemfeat, contextfeat). They represent 

past experiences of the same userfeat for the same itemfeat in the same contextfeat, where the 

values of certain experience features, referring to the same objects, may be represented in dif-

ferent ways. 
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• Experiences where the values of two features are the same and the value of one feature dif-

fers. Three possible combinations are: 

− (user'feat, itemfeat, contextfeat) – past experiences of another userfeat for the same itemfeat 

in the same contextfeat. 

− (userfeat, item'feat, contextfeat) – past experiences of the same userfeat for another itemfeat 

in the same contextfeat. 

− (userfeat, itemfeat, context'feat) – past experiences of the same userfeat for the same item-

feat in another contextfeat. 

• Experiences where the value of one feature is the same and the values of two features differ. 

Three possible combinations are: 

− (userfeat, item'feat, context'feat) – past experiences of the same userfeat for another itemfeat 

in another contextfeat. 

− (user'feat, itemfeat, context'feat) – past experiences of another userfeat for the same itemfeat 

in another contextfeat. 

− (user'feat, item'feat, contextfeat) – past experiences of another userfeat for another itemfeat 

in the same contextfeat. 

• Experiences where the values of all three features are different. These experiences refer to 

(user'feat, item'feat, context'feat) and represent past experiences of another userfeat for another 

itemfeat in another contextfeat.  

 

Clearly, the first group of experiences is the most important for UM mediation, as it provides past 

evaluations of the target user for the required item in the relevant context. Such experiences re-

quire integration mechanisms for resolving possible heterogeneities in the representations of fea-

ture values or experience evaluations to be applied. The second group of experiences (with one 

feature different from the required combination) is also important for the mediation. These ex-

periences represent past evaluations, where the values of two out of three features match the val-

ues of the features in the new experience. In this case, the mediation requires applying inference 

mechanisms for identifying the relationships between the different values of the feature that dif-

fers and projecting the available evaluations onto the new experience.  

 

In the third group of experiences, the values of two out of three features are different, and only 

one feature matches the values of a feature in the new experience. Hence, mediation of such ex-
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periences requires applying more complicated inference mechanisms (e.g., several consecutive 

inferences similar to the inferences from the previous group of experiences, where the value of 

only one of the features was different). Although this user modeling information may be relevant 

and may enrich the user modeling data in the target system, applying complicated inference 

mechanisms may degrade the original data represented by the past experiences. Therefore, it is 

not currently suggested that such experiences will be used in the mediation process. Obviously, 

the situation is even worse for the fourth group of experiences, where the values of all three fea-

tures are different, and the mediation requires three inference mechanisms to be applied. Hence, 

these experiences are also not considered for mediation at the moment.  

 

In summary, two groups of experiences that may be considered as input for the mediation process 

are: (1) experiences having the required values of all three features, and (2) experiences having 

the required values of two features and a different value of one feature. Further analysis yields 

four particular types of UM mediation over the context-aware three-dimensional representation of 

experiences.  

 

The first type of mediation is conducted between experiences having the required values of all 

three features, i.e., between heterogeneous representations of the same experience. Such media-

tion is referred to as cross-representation mediation. The other three mediation types are re-

ferred to as cross-dimension mediations. They are conducted over the experiences having the 

required values of two features and a different value of one feature. This means that the values of 

two out of three dimensions in the space are fixed and the mediation is performed across the third 

dimension.  

 

Three types of cross-dimension mediations are possible: (1) cross-user mediation, where the 

values of item and context features are fixed and the user in the experiences is allowed to be 

modified; (2) cross-item mediation, where the values of user and context features are fixed and 

the item in the experiences is allowed to be modified; and (3) cross-context mediation, where 

the values of user and item features are fixed and the context in the experiences is allowed to be 

modified.  
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Fig. 5. Cross-Dimension Mediations: top-left – the new experience to be predicted; top-right – experi-

ences imported at cross-user mediation; bottom-left – experiences imported at cross-item mediation; bot-

tom-right – experiences imported at cross-context mediation 

 

Figure 5 schematically illustrates the three cross-dimension mediations in a three-dimensional 

space. The top-left chart represents only the new experience, i.e., a certain combination of (user-

feat, itemfeat, contextfeat) features, where the user's future evaluation needs to be predicted. Three 

other charts represent past experiences that can be imported at various types of cross-dimension 

mediation: the top-right chart represents the experiences imported at cross-user mediation, the 

bottom-left represents the experiences imported at cross-item mediation, and the bottom-right 

represents the experiences imported at cross-context mediation. In all the charts, the black dot 

represents the new experience, where the evaluation needs to be predicted and the circles repre-

sent past experiences that are imported and integrated at the respective type of mediation. Note 

that cross-representation mediation is not shown graphically in Figure 5. This type of mediation 

can be considered as mediation conducted between experiences stored in a single cell of the three-

dimensional space, i.e., between the experiences stored in the black dot representing the new ex-

perience. In the rest of this section, all four possible types of UM mediation are extensively dis-

cussed. 
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4.2.1   Cross-Representation Mediation 

This mediation is aimed at resolving the heterogeneity in the representations of the experiences of 

the same user for the same item in the same context. In other words, it incorporates past experi-

ences of the same user for the same item in the same context, but expressed in different ways. For 

example, consider the following representation of the same item, a movie "Gone with the Wind", 

in two datasets: EachMovie [McJones 1997] and MovieLens [Herlocker et al. 1999]. In Each-

Movie, it is classified as a classic movie, while in MovieLens it is classified as a drama, romance 

and war movie. In addition, a movie evaluation in EachMovie is a number between 0 and 1, while 

in MovieLens it is expressed by a number of stars on a 5-star scale. To implement mediation be-

tween these two systems, the mediator should be able to cope with such heterogeneities. 

 

Hence, cross-representation mediation can be considered as an integration of user modeling data 

between heterogeneous representations of the values of the experience features. This means that 

although different representations of the features refer to the same underlying objects, they are 

expressed in different ways. As a result, the mediation is conducted between past experiences, 

where the values of all the components userfeat, itemfeat and contextfeat imply the same, but are 

represented differently. This type of mediation is divided into two groups: 

• Different representation of userfeat, itemfeat and contextfeat values. This mediation deals with a 

situation where the representation of one (or several) of the experience components is hetero-

geneous. This means that although the userfeat, itemfeat and contextfeat are semantically identi-

cal and reflect the same user modeling data, one (or several) of them is (are) syntactically ex-

pressed in different ways. For example, collaborative filtering systems represent an item using 

its unique identifier only, while content-based systems represent the item using the set of its 

features. This mediation requires applying inference mechanisms identifying commonalities 

and dependencies between various representations of semantically identical userfeat, itemfeat, or 

contextfeat using an external domain-specific knowledge base. Hence, this variant of cross-

representation mediation is referred to as cross-technique mediation [Berkovsky et al. 2006b]. 

• Different representations of the evaluation values. In this mediation, the representations and 

the values of userfeat, itemfeat and contextfeat features are identical, but the evaluations of the 
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experiences are expressed in different ways, i.e., the heterogeneity is in the representation of 

the evaluations. For example, the target recommender system represents the evaluation as a 

discrete numeric rating on a scale between 1 and 10. However, the remote system represents it 

as positive or negative evaluation only. To overcome this heterogeneity, there is a need to map 

and reconcile the evaluation representation values between the two scales. This case is sepa-

rated from the previous one since overcoming the heterogeneity of feature representations is 

considered a more complicated task than the mapping between the evaluation scales. 

4.2.2   Cross-User Mediation 

Although the term mediation is not explicitly mentioned in collaborative filtering recommender 

systems, cross-user mediation and inference actually constitute the basis of this popular recom-

mendation technology [Herlocker et al. 1999]. Collaborative filtering is based on the assumption 

that people with similar tastes (i.e., people who agreed in the past) will prefer similar items (i.e., 

will agree in the future) [Shardanand and Maes 1995]. Or, in a simplistic view, collaborative fil-

tering recommends items liked by similar users4. In order to generate a recommendation, collabo-

rative filtering systems initially create a neighborhood of users with the highest level of similarity 

to the active user, and then generate a recommendation by integrating the ratings of these users. 

Hence, this process can be considered as a cross-user inference, or a particular case of cross-user 

mediation, where the mediated user modeling data are the ratings of similar users. In addition, 

other variants of cross-user inference are applied in several existing recommendation techniques, 

e.g., demographic filtering [Krulwich 1997], collaborative by content recommendations [Pazzani 

1999], and some hybrid approaches [Vozalis and Margaritis 2004].  

 

It should be noted that the existing implementations of cross-user mediation in the state-of-the-art 

recommender systems mostly ignore the context-awareness issue. This means that they project the 

collected experiences onto the two-dimensional representation R'gen, not reflecting the contextual 

conditions of the experience. Hence, these recommender systems apply inference mechanisms 

assuming that the collected experiences were recorded for the same contextual conditions. Thus, 

the prediction of the new experience evaluation can be considered as an inference process incor-

porating past experiences of other users for the same item in the same, actually undefined, con-

text, i.e., the prediction generation process is pure cross-user inference.  

                                                           
4  The reader is referred to [Helocker et al. 1999] for an discussion on collaborative filtering similarity metrics. 
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4.2.3   Cross-Item and Cross-Domain Mediation 

Cross-item mediation is also applied in various existing recommendation techniques, such as con-

tent-based filtering [Morita and Shinoda 1994], item-to-item collaborative filtering [Sarwar et al. 

2001], utility-based recommendations [Manouselis and Sampson 2004], and in some hybrid ap-

proaches [Pazzani 1999]. In general, these techniques assume that the similarity of items may also 

be used for providing personalized recommendations, i.e., items which are similar to the items the 

users liked in the past should be recommended to the users (most cross-user similarity metrics 

discussed in [Herlocker et al. 1999] may be applied also for computing cross-item similarity).  

 

In these practical systems, the context-awareness issue is also mostly ignored. The collected ex-

periences are represented using the two-dimensional representation R'gen, such that the collected 

experiences are considered as if they were recorded in the same contextual conditions. Thus, the 

prediction of the new experience evaluation can be considered as the result of an inference proc-

ess, incorporating past experiences of the same user for other items in the same, actually unde-

fined, context. This means that the recommendation generation process is performed through 

cross-item inference.  

 

To conduct cross-item mediation, the similarity of items (or, relationships between the items) 

should be defined for any arbitrary pair of items. However, not for any pair of items can the simi-

larity be easily defined. For example, in item-to-item collaborative filtering [Sarwar et al. 2001], 

cross-item similarity is computed by means of user ratings to items. In this case, computation of 

the similarity between two items requires the items to be rated by a non-empty set of overlapping 

users. This requirement may be too strong for sparse ratings matrices. Moreover, in many condi-

tions, the available past experiences do not necessarily reflect the user's evaluation for an individ-

ual item, but rather for a generalized group (or category) of items. For example, a user may ex-

press his opinion not on a single movie, but on a genre of movies, or on movies directed by a cer-

tain director.  

 

Hence, in a broader view, the individual items need to be grouped. This allows a more complex 

type of mediation to be applied, incorporating the evaluations of past experiences for a general-

ized group of items [Mehta et al. 2005a]. Generalizing individual items into groups and domains 

and then exploiting cross-domain dependencies and inferences introduces the issue of cross-
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domain mediation, where the evaluation of the new experience for a generalized group of items 

from a certain domain is inferred from past experiences for items in other domains [Berkovsky et 

al. 2007a]. In this sense, cross-domain mediation can be considered as a mediation incorporating 

past experiences of the same user in the same contextual conditions, but for another generalized 

group of items. 

4.2.4   Cross-Context Mediation 

The issue of cross-context mediation is a new research direction in user modeling. Such media-

tion is based on context-aware representation of the experiences, and its goal is to predict the 

evaluations of the new experiences in a given context using past experiences in other contextual 

conditions [Berkovsky et al. 2006c]. This means that cross-context mediation incorporates past 

experiences of the same user for the same item in other contextual conditions. For example, it can 

predict future evaluation for an item by a user in the evening given past evaluation of the same 

user for the same item in the morning, or, it can predict future evaluation for an item by a user 

when accompanied by a group of friends given past evaluations of the same user for the same 

item when accompanied by a parent.  

 

Since the state-of-the-art recommender systems mostly ignore the context-awareness aspect and 

are not capable of providing context-aware recommendations, this type of mediation requires the 

definition of various novel cross-context reasoning mechanisms. Two simple mechanisms, ex-

ploiting semantically enhanced OWL [McGuinness and van Harmelen 2004] representations of 

userfeat, itemfeat and contextfeat, were discussed in [Berkovsky et al. 2006c]: 

• Rule-Based Reasoning. This reasoning mechanism exploits the semantically-enhanced rep-

resentations of the experience components for the purposes of defining a set of reasoning 

rules that exploit the relationships between the values of the features. For example, consider a 

semantic representation of times of day, and a reasoning rule defining that user's preferences 

regarding a certain item (e.g., stocks news report) in the evening are opposite to preferences in 

the morning. Or, consider another rule based on the same semantic representation of times of 

day, which defines a projection of user's preferences at 4PM onto a more general afternoon 

time period. Applying these rules facilitates the inference of the required user modeling data 

across various contextual conditions.  
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• Similarity-Based Reasoning. This reasoning mechanism exploits the semantically-enhanced 

representations of the experience components for the purposes of defining an explicit similar-

ity metric, capable of computing the similarity between any arbitrary pair of contextual condi-

tions. For example, such metric may express similarity between Tuesday and Wednesday as 

mid-week days and dissimilarity between Tuesday and Sunday as mid-week and week-end 

days. Such cross-context similarity metric allows various adaptation rules to be derived, simi-

lar to the rules used in Case-Based Reasoning [Aamodt and Plaza 1994; Ricci et al. 2006b; 

Ricci et al. 2006c], and facilitates reuse of the evaluations of past experiences. For example, 

this can be done by a collaborative-like weighted aggregation of the evaluations of past ex-

periences of the same user for the same item in similar contextual conditions. 

 

Comparing the above discussed rule-based and similarity-based reasoning approaches shows that, 

on the one hand, rule-based reasoning may produce more accurate user modeling data, as the rea-

soning rules are typically defined by domain experts. On the other hand, defining and updating 

the inference rules in today's highly dynamic information world may hamper the scalability of the 

mediation process. Conversely, the typical scenario for similarity-based reasoning is fully autono-

mous and therefore gives a more flexible mediation process. However, similarity-based reasoning 

requires a large number of past experiences to bootstrap the reasoning process. Other machine 

learning approaches can be considered for this purpose.  
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Chapter 5: Cross-Representation Mediation of User Modeling 

Data 

The main goal of the UM mediation is to acquire UMs collected by other recommender systems, 

and to convert and consolidate them into a single UM, as needed by the target recommender sys-

tem. Earlier analysis yielded the definition of experience as the core user modeling data represen-

tation unit, referring to the connection of three components: user, item, and context. Based on this 

representation, there are four groups of experiences that may be valuable for the mediation proc-

ess:  

• Experiences of the same user for the same item in the same context, where certain experience 

components may be represented in different ways. 

• Experiences differing only in one component. These include experiences of another user for 

the same item in the same context, experiences of the same user for another item in the same 

context, and experiences of the same user for the same item in another context. 

• Experiences differing in two components. These include experiences of the same user for an-

other item in another context, experiences of another user for the same item in another context, 

and experiences of another user for another item in the same context. 

• Experiences where the values of all three components are different, i.e., experiences of another 

user for another item in another context.  

 

This section deals with the first group of experiences, i.e., experiences of the same user for the 

same item in the same contextual conditions, where some of the experience components may be 

represented in different ways. Clearly, such experiences are the most valuable for the UM media-

tion, as they provide experiences of the target user for the required item in the relevant context. 

However, their mediation requires resolving possible heterogeneities in the representations of the 

experience components, e.g., structural heterogeneity, use of synonyms for description of the 

same concept, or multilingualism [Bernstein and Melnik 2004]. Hence, the mediation of such 

experiences requires applying inference mechanisms, capable of identifying the relationships be-

tween the heterogeneous representations of the experience components and projecting the avail-

able user modeling data for generation of new recommendations. This mediation is henceforth 

referred to as cross-representation mediation. 
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Specifically, this section focuses on a particular type of cross-representation mediation from the 

collaborative filtering to the content-based recommender system. In collaborative filtering sys-

tems, the UMs are represented by vectors of explicit ratings provided by the users on a set of 

items managed by the system [Herlocker et al. 1999]. Conversely, in content-based systems, the 

items are represented by the values of features characterizing the items, and the UMs are typically 

represented by weights of these features, representing the degree of the user's preference for these 

features [Morita and Shinoda 1994]. Mediation between these types of UMs requires the identifi-

cation of regularities among the features of positively or negatively rated items, where the ratings 

on the items are derived from the collaborative filtering UM. As no item features are originally 

stored by the collaborative filtering recommender systems, the features describing the rated items 

should be extracted from an external domain knowledge base. Then, the user features are as-

signed numeric values depending on the ratings given by the user, and a set of ratings in the col-

laborative filtering UM is generalized into the weighted list of features liked/disliked by the user, 

as needed by the content-based UM. 

 

The rest of this section is organized as follows. Section 5.1 describes the proposed approach to 

cross-representation UM mediation and elaborates on the conversion of collaborative filtering 

UMs to content-based UMs. Section 5.2 presents the conducted experimental evaluations and 

discusses their results. Finally, Section 5.3 summarizes the section. 

5.1   Collaborative Filtering to Content-Based Mediation 

Collaborative filtering is probably one of the most widely used recommendation techniques. It 

recognizes cross-user correlations and generates recommendations for items by weighting the 

opinions of similar users [Herlocker et al. 1999]. Hence, a collaborative filtering algorithm is 

typically partitioned into three general stages: (1) Similarity Computation: weighting all the users 

with respect to their similarity with the active user (i.e., the user who requested the recommenda-

tion); (2) Neighborhood Formation: selecting a set of the most similar users for the recommenda-

tion generation; and (3) Recommendation Generation: computing the recommendation by weight-

ing the ratings of the selected users on the required item. In other words, collaborative filtering 

systems recommend items that were liked in the past by other users, similar to the active user. 
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The input for the collaborative filtering is a matrix of users' ratings on a set of items managed by 

the system. In this matrix, each row represents the ratings of a single user and each column repre-

sents the ratings on a single item. Thus, collaborative filtering UMs are represented as ratings 

vectors, i.e., a fixed-size list of pairs UMCF={i 1:r 1, i2:r 2, …, in:r n}, where every pair ik:r k, corre-

sponds to a rating rk provided explicitly by the user on an item ik. If a user's rating on an item is 

not available then a special null value is used. In fact, the UMs in collaborative filtering systems 

typically store ratings for only a very small subset of the items managed by the system. Moreover, 

collaborative filtering systems typically do not store any item- or user-related content features, 

besides their unique identities. 

 

Content-based filtering [Morita and Shinoda 1994] builds personalized recommendations by tak-

ing as input: (1) a list of features describing the contents of the items in a given domain, possibly 

weighted according to a predefined scale; (2) a set of weights assigned by the user to the above 

list of features, possibly derived from the user's ratings on the items; and (3) the set C of available 

items, which have not yet been rated by the user, i.e., the items that are candidates for the recom-

mendations. The output recommendation is a subset of C, containing the items whose features 

match the features that were preferred by the user. In other words, content-based systems recom-

mend items, similar to the items that were positively rated in the past by the active user. 

 

Thus, in content-based recommender systems the UMs are represented as a list UMCB={f 1:w1, 

f2:w2, …, fn:wn}, where fk denotes one of the application domain features and wk denotes the level 

of the user's preference regarding this feature. It should be noted that the information about a 

user's preferences, which is contained in the ratings on the items, is typically transferred into the 

feature weights using various machine learning techniques, e.g., Winnow [Littlestone 1988], or 

by computing the centroid of the feature-vector representation of the items liked by the user [Bill-

sus and Pazzani 2000]. Note the heterogeneity of the content-based UM representation, as the 

features of the items are typically largely dependent on the application domain of the recom-

mender system. For example, features useful for a music recommender system will not be very 

useful for a travel recommender system, and vice versa. Even within the same application do-

main, the features may vary between one recommender system and another. Moreover, the repre-
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sentation of the user's preference may also vary across different systems. For example, it may be 

only a like/dislike expression or a numeric value between 0 and 1. 

 

This section aims at developing a mediation mechanism capable of converting the collaborative 

filtering UMs, represented by a set of ratings explicitly given by a user, to content-based UMs, 

represented by a set of content-related features and their corresponding weights. The rest of this 

section describes the cross-representation UM mediation applied in the application domain of 

movies. First, it presents the UM mediation mechanism, and second, it discusses the details of the 

content-based prediction mechanism fine-tuning. Although the following discussion focuses on 

the domain of movies, it should be stressed that the proposed mediation approach can be applied 

in a similar manner also for other application domains. 

5.1.1   User Models Conversion and Content-Based Recommendations 

For the movies domain, a collaborative filtering UM comprises a set of movies and their respec-

tive ratings, explicitly provided by the user. For example, consider the following sample 

UMCF={“The Lord of The Rings”:1, “The Matrix”:0.8, “Psycho”:0.2, “Friday the 13th”:0, 

“Star Wars”:0.9, “The Nightmare on the Elm Street”:0.1”, “Alien”:0.9} , where the movie rat-

ings are given on a continuous numeric scale ranging between 0 and 1. Although this collabora-

tive filtering UM represents the user with a set of ratings only, it can easily be recognized that the 

user likes science-fiction movies, and dislikes horror movies. Hence, the content-based UM of 

this user may be UMCB={science-fiction:0.9, horror:0.1}, where the genre weights are computed 

as an average of the ratings given on the movies from this genre. Similarly as for the genres, the 

weights of other features of the movies (e.g., directors, producers and actors) can also be com-

puted using the ratings of movies, which include the features. This process will be fully illustrated 

in the rest of this section. 

 

To handle the translation of collaborative UMs into content-based UMs, a rich movie knowledge 

base is needed, from which the features of the movies, such as the lists of genres, actors, direc-

tors, and so forth, can be extracted. In this work, an offline version of the IMDb movie database 

[IMDb 2007] was downloaded from the Web and served as the translation knowledge base. The 

IMDb provides movie information from 49 feature categories, such as genres, actors, directors, 

writers, cinematographers, composers, keywords, languages, and many others. For the sake of 
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simplicity, only 7 feature categories were initially extracted in this work: genres, keywords, ac-

tors, actresses, directors, production countries and languages, as these categories seem to have 

the strongest effect on the user's decision in selecting, seeing, and rating a movie [Tintarev 2007]. 

 

Conversion of collaborative filtering UMs to content-based UMs receives the user's ratings vector 

as input. It should be stressed that a certain numeric rating assigned by a user to a movie is not an 

objective, but rather a subjective, i.e., relative value, depending on the user's expression style, 

emotional characteristics, and so forth. For example, consider two ratings of 3: one provided by a 

user, whose average rating is 2, and another provided by a user whose average is 4. Clearly, the 

former is an expression of a positive opinion, while the latter is of a negative opinion. Hence, the 

values of the ratings should be normalized in order to eliminate the effect of users' individual ten-

dencies of expression. This is done by subtracting the average rating of the user from the values 

of each one of the provided ratings:  

r' i= r i–rav 

where r i denotes the original value of the rating on the movie, r' i denotes the normalized rating, 

and rav denotes the average rating of the user computed over all the available ratings provided 

earlier by this user. Hence, when a movie is assigned a rating above the user's average rating, it is 

treated as a positive rating. Conversely, when a movie is assigned a rating under the user's aver-

age rating, it is treated as a negative rating. 

 

The main assumption behind the collaborative filtering to content-based UM mediation is that the 

users' ratings for the movies implicitly reflect their preferences regarding certain features of the 

movie, such as movie genre, director, or actors. However, a single rating cannot reliably deter-

mine the exact set of features of the movie which are preferred by the user. Hence, the rating 

given by the user is projected onto all the features of the movie. This means that for each movie 

rating in the collaborative filtering UM, the lists of the movie features from the above 7 categories 

are extracted from the IMDb and the weights of the features are updated according to the normal-

ized movie rating r' i. In other words, the weights of all the actors and directors involved in the 

movie (and in a similar way, of all the features from the rest of the categories) are updated accord-

ing to the normalized movie rating r' i. The exact way to update the feature weights will be de-

scribed later in this section.  
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For example, consider a rating “Star Wars”:0.9, given by a user whose average rating is 0.6. 

Clearly, this is a positive rating and the normalized value of such rating is 0.3. According to the 

data extracted from the IMDb, the genres of “Star Wars” are action, adventure, fantasy and sci-

ence-fiction. Thus, the existing weights of these four features are updated accordingly, i.e., in-

creased by a positive rating of 0.3. If the weight of one of the features is unknown, it is assigned 

the normalized value of a rating. Similarly to the movie genres, also the weights of the movie 

director George Lucas, of all the actors, and actresses involved in the movie, and of all the other 

features are increased by 0.3.  

 

Inherently, the weights of the frequently occurring features are higher than the weights of the in-

frequent features. In order to balance the stronger influence of the frequently occurring features, 

the frequency of each feature (i.e., the number of movies rated by the user and including the fea-

ture) is recorded. Hence, in the above “Star Wars” example, the frequency of the above four 

movie genres, for George Lucas, and of all the actors and other movie features is increased by 

one. 

 

One could hypothesize that using the normalized movie rating to increase the weights of all the 

features of the movie could be inaccurate, as the motivation for the user's positive evaluation of 

the movie should reside on a subset of the features, i.e., some of the movie features may not be 

related to the value of the rating. However, this should be balanced by the fact that the collabora-

tive filtering UM typically comprises a large number of ratings. Hence, the features that are not 

preferred by the user will be assigned in some movies positive ratings and in some movies nega-

tive, i.e., their overall rating will be neutral. Conversely, strongly liked (or disliked) features will 

consistently get positive (or negative) ratings, and therefore their overall weight will be easily 

recognized.  

 

After the content-based UM is generated, the user is modeled as a set of weights {wi(1) , …, wi(k)} 

for k features available in the 7 categories, and the corresponding feature frequencies {ci(1), …, 

ci(k)}. The exact value of k depends on the number of movies rated by the user and the number of 

features available for these movies in the above 7 categories. For example, the number of features 

available for “Star Wars” in the above 7 categories is 213, whereas for “Psycho” it is only 116. 

Clearly, the overall number of features will increase with the number of movies rated by a user. 
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Given a movie m, which has not yet been rated by the user, a predicted rating for m is then gener-

ated by (1) extracting all the relevant features of m from the IMDb, and (2) computing the movie 

recommendation as a weighted average of the weights of the features that are both in the content-

based UM and in the movie description: 
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In this formula F(u) denotes the set of features in the content-based UM and F(m) denotes the set 

of features in the movie model. If the system should recommend only one movie, then a separate 

recommendation is generated for every movie and the movie with the highest predicted rating is 

recommended to the user. If a set of movies should be recommended, then the movies are sorted 

according to their predicted values and top-N (the value of N depends on the system constraints) 

are recommended to the user. 

 

Note that the recommendations are generated based solely on content-based UM, which is derived 

from the original collaborative filtering UM. As such, the prediction mechanism is capable of 

building content-based recommendations regardless of the number of ratings available for the 

given movie. Hence, being a pure content-based recommendation approach, the proposed media-

tion allows resolving the new item problem [McNee et al. 2003], typical of the collaborative fil-

tering recommender systems, where accurate recommendations for an item cannot be generated 

unless the system obtains a sufficient number of ratings on this item. Nevertheless, being a pure 

content-based recommendation approach, it suffers from the well-known serendipity problem 

[McNee et al. 2006], typical to content-based recommender systems, where a system can recom-

mend only movies that are similar to the movies already rated by the user and cannot provide 'sur-

prising' recommendations for new types of movies. Hence the serendipity of the generated rec-

ommendations largely depends on the exact similarity function implemented by the above dis-

cussed rating prediction mechanism. 

5.1.2   Fine-Tuning of the Prediction Mechanism 

Although the proposed mechanism is capable of generating recommendations regardless of the 

number of available ratings on a movie, it may suffer from instability (i.e., undesired fluctuations 

effected by minor factors). Since the IMDb contains a large amount of content information for 
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each movie, content-based UMs built from collaborative UMs containing only a few ratings al-

ready include thousands of features. When the number of rated movies in the collaborative filter-

ing UM increases, the overall number of features in the generated content-based UM increases 

with a higher order of magnitude. Some of these features may be important as they really reflect 

user's preferences, while some may be irrelevant, i.e., noisy features, which hamper the accuracy 

of the generated recommendations. Two issues should be resolved in order to improve the accu-

racy of the generated recommendations: (1) identification of features that insert noise into and 

hamper the accuracy of the prediction mechanism, and should be ignored by the prediction 

mechanism, and (2) identification of categories of features that are important for the recommen-

dation generation. 

 

The first issue deals with determining the important features that should be taken into account by 

the prediction mechanism and the noisy features that should be ignored. Clearly, for a content-

based UM containing tens thousands of features, most of the features are irrelevant to the user's 

rating on a movie. Although the content-based recommendations are generated as a weighted av-

erage of the weights of the features in the movie description, a large number of such irrelevant 

features may become a dominant factor, overshadowing the important features and hampering the 

accuracy of the generated recommendations. Two categories of irrelevant features should be dis-

tinguished:  

• Low-frequency features. These are features that have a small number of occurrences ci among 

the movies rated by the user. In the domain of movies, these features typically represent extra 

actors or actors playing marginal roles in the movies. Although their frequency (i.e., also their 

weight in the weighted average in the rating recommendation) is low, the number of such fea-

tures increases quickly with the number of rated movies in the collaborative filtering UM. 

Hence, a large number of such features may outweigh the important features and hamper the 

accuracy of the generated recommendations. 

• Neutral features. These are the features, to which the user is indifferent, i.e., features of no 

special importance to the user's rating on a movie. As the user is indifferent to the neutral fea-

tures, they are sometimes assigned positive and sometimes negative values. Hence, when the 

content-based UM is generated, the weight wi of the neutral features is supposed to be close to 

0, regardless of their frequency ci. Similarly to the low-frequency features, although the weight 
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of the neutral features is low, a large number of such features may outweigh the important fea-

tures and hamper the accuracy of the generated recommendations. 

 

To minimize the impact of the above two types of irrelevant features, two thresholds were de-

fined. The min-occurs threshold denotes the minimal frequency ci of a feature, for which the fea-

ture is taken into account by the prediction mechanism. It is designed to eliminate the influence of 

the low-frequency features by considering only the features whose frequency is above the min-

occurs threshold. The conf feature denotes the minimal absolute value of the weight of a feature, 

for which the feature is taken into account by the prediction mechanism and reflects the confi-

dence in the user's preference of a feature. It is designed to eliminate the influence of the neutral 

features by considering only the features, where the absolute value of the feature weight is above 

the min-occurs threshold. 

 

The second issue deals with determining the important feature categories, and it can be resolved 

using a feature selection approach [Kohavi and John 1997]. Feature selection is defined as fol-

lows: "given an inducer I and a dataset D with a set of features {X1, X2, …, Xn}, an optimal feature 

subset {Xi1, Xi2, …, Xim}, where m≤ n is a subset of the features such that the accuracy of the in-

duced classifier I(D) using this set of features is maximal". In our case, the inducer I is the con-

tent-based prediction mechanism and D is the IMDb with n=7 feature categories: genres, key-

words, actors, actresses, directors, production countries and languages.  

 

Most of the feature categories contain a large number of possible features. Therefore, instead of 

addressing the problem of selecting independently the best features from each category, this work 

focuses on the selection of relevant categories of features. In other words, the search process is 

limited to a subset of all the possible subsets of features, where the features from a certain feature 

category are either all present or all absent. The basic motivation for such simplification is the 

large number of features, here more than 50.000, which makes a full search of the best features 

subset practically infeasible. Hence, the goal of the feature selection is to select the feature cate-

gories that should be taken into account by the content-based prediction mechanism for the rec-

ommendation generation, while ignoring the other categories.  
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The wrapper feature selection approach [Kohavi and John 1997] conducts the selection as an 

automated search in the space of states, where each state consists of n=7 bits, representing a cer-

tain combination of categories that are taken into account for the recommendation generations. 

For example, consider a state S represented by genres=1, keywords=0, actors=1, actresses=1, 

directors=0, production countries=0 and languages=0. This means that the categories of genres, 

actors, and actresses are taken into account, while keywords, directors, production countries and 

languages=0 are ignored for the recommendation generation. For the sake of clarity, we keep the 

above order of feature categories fixed and denote the states by their respective binary vectors, 

e.g., S=(1,0,1,1,0,0,0). Figure 6 shows the search space for n=3 as a tree of states, where the 

edges indicate insertion or deletion of a certain feature category. 

 

 

Fig. 6. Feature Selection Search Space 
 

As can be seen, the size of the search space is O(2n) states. The goal of the search is to find the 

state having the greatest inducer evaluation accuracy, i.e., the greatest generated recommenda-

tions accuracy. Since the size of the search space is O(2n) and the task of evaluating the accuracy 

of the recommendations in each state is relatively expensive, applying an exhaustive search is 

impractical. Hence, a heuristic search over the space of states is applied. In this work, the hill-

climbing, relatively simple greedy search algorithm was applied [Russell and Norvig 1995]. The 

pseudo-code shown in Figure 7 describes the stages of the hill-climbing heuristic search: 
 

 

  

 

 

 
 

Fig. 7. Hill-Climbing Heuristic Search for the Feature Selection 
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 Hill-climbing (Initial-state s, Evaluation-function eval) 
 

 (1) let v=s  
 (2) expand v : generate all v 's children states 
 (3) compute eval(w)  for each child w of v  
 (4) let v'=  the child w with the highest eval(w)  
 (5) if eval(v')>eval(v) 
 (6)   v=v'  
 (7)   goto (2) 
 (8) return v  
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The algorithm starts with the initial search state, representing the initial combination of features 

categories, as the current node (stage 1). It then expands the current node by generating its chil-

dren states, i.e., by either adding or removing feature categories (stage 2), and evaluates each one 

of the children states by computing the accuracy of the recommendations for the respective com-

bination of features categories (stage 3). Then, the child state with the highest evaluation value is 

chosen as the current state (stage 4), and the algorithm iteratively repeats the stages of the current 

state expansion and child evaluation until the evaluation values of the current state improve 

(stages 5-7). Finally, the algorithm returns the state with the highest evaluation value, i.e., the 

combination of feature categories, where the accuracy of the generated recommendations was 

maximal (stage 8).  

 

Hence, the prediction mechanism is modified to take into account only the features, from the cate-

gories selected by the feature selection, which occur at least min-occurs times in the content-

based UM, and whose weight is above +conf or under -conf. Since a feature weight wi heavily 

depends on the frequency of the feature ci (higher frequency allows a greater weight to be accu-

mulated), the normalized weight of the features norm-wi is computed by dividing the weight of a 

feature wi by its frequency ci. The pseudo-code shown in Figure 8 describes the details of the fine-

tuned recommendation generation process: 

 

 

 

 

 

 

Fig. 8. Fine-Tuned Content-Based Recommendation Generation 
 

The goal of the above algorithm is to recommend a movie among a set of potentially recommend-

able movies. Hence, it generates separate rating recommendation for each one of the movies 

(stage 1). For this, the set of movie features from the categories chosen by the feature selection is 

extracted from the IMDb, and the weights of these features (if present) in the content-based UM 

are determined (stage 2). Each one of the features is taken into account by the prediction mecha-

nism only if its frequency ci is above the min-occurs threshold and the absolute value of its nor-

malized weight |wi | is above the conf threshold (stage 3-5). Finally, the predicted rating of each 

 Recommend (Content-based-UM u, set-of-movies M) 
 

 (1)  foreach m∈M  
 (2)    retrieve F(m) =set of m features from the categories 
                      chosen by the feature selecti on 
 (3)    for each j ∈F(m)  
 (4)      if j ∈F(u)  AND |norm-w j |>conf  AND c j >min-occurs  
 (5)        take j  into account for recommendation  of rating(m)  
 (6)    compute rating(m)  
 (7)  return m with maximal predicted  rating(m)  
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recommendable movie is computed (stage 6) and the movie with the highest predicted ratings is 

recommended to the user (stage 7). 

 

It should be noted that the proposed prediction mechanism assigns equal weights to the features 

from different categories and incorporates no additional weighting factor that reflects the impor-

tance of a certain category for the user. However, it is not uncommon that several categories are 

the most important criteria influencing a user's rating on a movie. For example, a director of the 

movie may be very important for the user, while the actors, actresses, and the rest of the feature 

categories may be less important. Hence, the directors category should be assigned a greater 

weight than the rest of the categories. Moreover, in real-life situations, the user's ratings may de-

pend on a certain combination of features from several categories. For example, the user may like 

science-fiction movies, directed by George Lucas and dislike adventure movies directed by him, 

or even like science-fiction movies in English directed by George Lucas in the USA between 1975 

and 1980 only.  

 

Although the above discussion highlights the importance of the category weighting and discover-

ing the dependencies between various features, the current section focuses on the task of feature 

categories selection. This restriction is reasonable, since after the categories selection is com-

pleted, the fine-grained weights of the specific features within the categories are computed. The 

other weighting issues remain beyond the scope of this work. 

5.2  Experimental Evaluation 

The above collaborative to content-based mediation of UMs was tested on the publicly available 

EachMovie dataset [McJones 1997]. EachMovie is a collaborative filtering dataset, storing 

2,811,983 ratings of 72,916 users on 1,628 movies. The ratings are given on a discrete scale be-

tween 0 and 1, such that the possible ratings are 0.0, 0.2, 0.4, 0.6, 0.8 and 1.0. In addition, Each-

Movie provides for every movie a URL to the movie description in the IMDb. Some of the URLs 

were outdated or invalid, such that in the experimental evaluation we could use only a set of 

1,529 movies, whose URLs were identified as valid in the IMDb. For this set of movies, we iden-

tified a set of 47,988 users who rated more than 10 movies, such that the variance of their ratings 
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is not 0 (i.e., not all their ratings are identical). Hence, we obtained an overall number of 

2,667,605 ratings, producing a relatively sparse dataset with a density of 3.64%.  

 

We analyzed the distribution of users in the dataset according to the number of movies rated by 

them. For this, we partitioned all the available users into 13 groups, where the numbers of rated 

movies are: fewer than 25, 26 to 50, 51 to 75, 76 to 100, … , 201 to 225, 226 to 250, 251 to 300, 

301 to 500 and over 500 movies. Table 3 shows the distribution of the number of rated movies 

among the users. As can be clearly seen from Table 3, most of the users in the dataset rated a rela-

tively low number of movies. For example, 64.83% of the users rated fewer than 50 movies, 

78.4% of the users rated fewer than 75 movies, and 85.92% of the users rated fewer than 100 

movies.  

Table 3. Distribution of Ratings among the Users in the Dataset 

rated 
movies 

fewer 
than 
25 

26 
to 
50 

51 
to 
75 

76 
to 

100 

101 
to 

125 

126 
to 

150 

151 
to 

175 

176 
to 

200 

201 
to 

225 

226 
to 

250 

251 
to 

300 

301 
to 

500 
over 
500 

number 
of users 

17,321 13,788 6,514 3,609 2,302 1,349 887 609 441 327 358 436 47 

% of us-
ers 

36.09 28.73 13.57 7.52 4.80 2.81 1.85 1.27 0.92 0.68 0.75 0.91 0.098 

 
 

For the collaborative filtering to content-based mediation of UMs, we used an offline version of 

the IMDb dataset. Although the IMDb provides movie information from 49 feature categories, in 

this section the conversion mechanism was restricted to only 7 feature categories: genres, key-

words, actors, actresses, directors, production countries and languages. We believe the features 

from these categories have the strongest effect on the user's decision when selecting and rating a 

movie5. 

 

To analyze the statistical properties of various feature categories, we computed for each category 

the overall number of features that occur in the descriptions of the above 1,529 movies. Table 4 

shows the number of features in every feature category.  

Table 4. Number of Features in Features Categories 

category genres keywords actors actresses directors countries languages 
number  

of features 
24 8,993 29,543 14,139 1,111 60 73 

 
 

                                                           
5 Many feature categories, such as writers, composers, awards and others, were left out in this evaluation. 
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Typically, a movie belongs to several genres, production countries and languages. Hence, the 

overall number of features in these categories is relatively small. Conversely, as the number of 

keywords, actors, actresses, and directors for every movie may be high, the overall number of 

features in these categories is significantly higher. 

 

The first part of the experiments (i.e., fine-tuning of the thresholds and the feature selection) was 

conducted on a smaller dataset, henceforth referred to as the FT set. The FT set is a fixed set of 

1,000 users who rated at least 100 movies, where every user rated on average 168.94 movies. For 

each user in the FT set, 90% of the ratings were defined as the training set and the remaining 10% 

as the test set, such that the training and testing stages of the experiments using the FT set were 

conducted on completely disjoint sets. The ratings in the training set served as input for the col-

laborative filtering to content-based UMs conversion mechanism. Then, the generated content-

based UM was used for generating pure content-based recommendations for all the items in the 

user test set. Hence, the overall number of the generated recommendations in the experiments 

conducted over the FT set was 16,894.  

 

The accuracy of the generated content-based recommendations was evaluated using the com-

monly used MAE metric [Herlocker et al. 2004]: 

1
| |

N

i ii
p r

MAE
N

=
−

= ∑  

where N denotes the overall number of the generated recommendations, pi denotes the computed 

and r i denotes the real value of the rating for the item in the recommendation number i. 

 

Note that the results of the ratings recommendation computation could be an arbitrary real num-

ber between -1 and 1, whereas the ratings in EachMovie dataset are discrete values between 0 and 

1. To allow correct computation of the MAE, the ratings in EachMovie were re-mapped to the 

required range between -1 and 1: ratings of 0.0 were converted to -1, ratings of 0.2 were con-

verted to -0.6, … , ratings of 0.8 were converted to +0.6 and ratings of 1 remained unchanged. 

5.2.1   Feature Selection and Setting the Thresholds 

The aim of the first set of experiments was to fine-tune the prediction mechanism and it consisted 

of two tasks: (1) selecting the most appropriate values for the conf and min-occurs thresholds to 
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filter accurately the irrelevant features that have a minor or wrong effect on the user's rating on a 

movie, and (2) applying the feature selection wrapper approach for selecting the feature categories 

that should be taken into account by the prediction mechanism.  

 

The goal of the first fine-tuning task was to determine the most appropriate values for the conf 

and min-occurs thresholds. Since the two thresholds are independent, to determine their most 

appropriate values, one of the thresholds was set to a constant value, while the values of the sec-

ond were gradually modified. For each value of the modified threshold, we used the FT set, where 

the 90% training set served as input for the collaborative filtering to content-based UMs conver-

sion mechanism. Then, the generated content-based UMs were used for generating pure content-

based recommendations for the items from the 10% test sets. For each value of the conf and min-

occurs thresholds, the accuracy of the recommendations using the given threshold values was also 

evaluated using the MAE metric [Herlocker et al. 2004]. 

 

To find the most appropriate value of the conf threshold, the min-occurs threshold was set to min-

occurs=1 movies for all the categories (i.e., a feature should occur at least in 1 movie rated by the 

user), and the values of conf threshold (i.e., the minimal absolute value of the weight of a feature, 

for which the feature is taken into account by the prediction mechanism) were gradually increased 

from 0 to 0.5. To provide an initial indication of the different relative importance of different 

categories, the recommendations were generated in two ways: (1) using all the available 7 feature 

categories, and (2) using only 6 feature categories, i.e., using all the available categories, exclud-

ing the keywords. We note that high values of the conf threshold reduce the number of features 

taken into account by the content-based prediction mechanism. Hence, the predicted ratings for 

certain movies cannot be computed. To check this effect of the conf threshold, for each value of 

conf, we computed the prediction rate, i.e., the percentage of movies whose ratings were success-

fully computed. Figure 9 illustrates the results of the experiments. The horizontal axis shows the 

values of the conf threshold, and the vertical shows the values of the MAE and of the prediction 

rate. The dotted curves show the prediction rate values and the continuous ones the MAE. The 

dark curves show the results based on all the available categories, while the light curves are based 

on all the categories, excluding the keywords features. 



 81 

0

0.2

0.4

0.6

0.8

1

0 0.1 0.2 0.3 0.4

MAE(-KW)

PredRate(-KW)

MAE(+KW)

PredRate(+KW)

 

Fig. 9. MAE Values and Prediction Rate vs. conf Threshold 

 

To understand the results of the experiment better, we computed for every value of the conf 

threshold the percentage of features that were filtered. In other words, we divided the number of 

features that were not considered by the prediction mechanism by the overall number of features 

in the content-based UMs of the users in the FT set. Table 5 shows the percentage of filtered fea-

tures for various values of the conf threshold.  

Table 5. Percentage of Filtered Features for Various Values of conf Threshold 

conf 0.0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 
% of filtered 

features 
0.0 28.94 49.37 64.88 74.97 83.68 88.96 92.73 95.13 

  

The results clearly show that the MAE values initially slightly decreased with the conf threshold, 

and then started monotonically increasing. These results can be explained by considering the data 

presented in Table 5. The initial decrease of the MAE is explained by the effect of the neutral 

features on the accuracy of the recommendations. If the conf threshold is 0 and the neutral fea-

tures are not filtered, they insert noise into the prediction mechanism and the MAE is higher. 

When the conf values started increasing, a high number of neutral features was filtered (e.g., 

28.94% of features were filtered for conf=0.05 only), and the MAE decreased. However, for even 

higher values of the conf threshold, a very high number of neutral features was filtered (e.g., 

74.97% of features were filtered for conf=0.2), and also the important features were filtered. As a 

result, the MAE values started increasing with the conf threshold.  

 

As for the prediction rate, it monotonically decreased with the conf threshold. This behavior is 

explained by the observation that the number of neutral features filtered from the content-based 

UM monotonically increases with the values of the conf threshold, as clearly shown by Table 5. 
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As a result of such filtering, the number of features that remain in the content-based UM de-

creases with the conf threshold. This, in turn, decreases the number of features that overlap be-

tween the UM and the model of the predicted movie and aggravates the task of rating recommen-

dation generation. To reflect the importance of both the MAE and the prediction rate, conf=0.025 

was determined as the most appropriate conf value, since for this value the MAE is minimal and 

the prediction rate is still high (over 0.99).  

 

We would like to stress the difference between the experimental results including and excluding 

the keywords feature category in the recommendation generation process. Both the metrics of the 

MAE and of the prediction rate improved when the keywords features were taken into account. 

This is a particular example motivating the feature selection and showing that the keywords fea-

ture category is an important category. It is beneficial when the prediction mechanism takes this 

category into account, as it improves both the accuracy of the recommendations and the number 

of recommendations that can be successfully generated by the prediction mechanism.  

 

As the most appropriate value of conf=0.025 was determined, it was applied to choosing the most 

appropriate value of the min-occurs threshold (i.e., the minimal number of occurrences of a fea-

ture, for which the feature is taken into account by the prediction mechanism)6. To do this, a simi-

lar methodology was used: the value of the conf threshold was set to 0.025, and the values of the 

min-occurs threshold were gradually modified to determine the most appropriate threshold value. 

We used again the FT set, and converted the ratings in the 90% training set from the collaborative 

filtering to content-based UMs. The generated content-based UMs were used for generating pure 

content-based recommendations for the 10% test set. The accuracy of the recommendations using 

the given threshold values was evaluated using the MAE metric. 

 

We would like to stress that due to the differences in the frequencies of the features (which, in 

fact, depend on the category of the feature as shown by Table 4), a separate min-occurs threshold 

experiment was conducted for each feature category. For example, the frequency of the feature 

science-fiction in the genres category is significantly higher than the frequency of the feature 

George Lucas in the directors category. This is explained by the fact that the number of features 

within the genres category, i.e., 24, according to Table 4, is significantly smaller than the number 
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of features in the directors category, i.e., 1,111. Since every movie typically belongs to several 

genres and some are directed by a few directors, the frequencies of the genres feature are signifi-

cantly higher than the frequencies of the directors features. Since no uniform scale for the possi-

ble frequencies of the features could be derived, we conducted separate experiments for the 7 fea-

ture categories.  

 

To determine the min-occurs thresholds for the categories, we assumed that the thresholds are 

independent. Hence, we isolated the effect of the min-occurs threshold in every feature category 

by changing only one threshold in every experiment, i.e., the values of 6 out of 7 thresholds were 

fixed to 0 and the values of 1 threshold were gradually increased. The recommendations were 

generated based on the features from all the categories, and the MAE values were computed as a 

function of the min-occurs threshold. Figure 10 illustrates the results of the experiments for the 7 

feature categories. Note that due to the different scales of the feature frequencies, the min-occurs 

threshold values are represented in Figure 10 by relative (percentage) and not absolute (numeric) 

values. Hence, in all the charts, the horizontal axis shows the percentage threshold of the rated 

movies in the collaborative filtering UM containing the given feature category, while the vertical 

shows the values of the MAE.  

 

As can be clearly seen, for most feature categories the impact of the min-occurs threshold is not 

as strong as that of the conf threshold. However, two different tendencies, corresponding to two 

different types of feature category, can be observed in the MAE behavior. In the first type, which 

includes the genres, production countries and languages categories, the numbers of possible fea-

tures are relatively low (24 genres, 60 countries and 73 languages). For this category, the MAE 

values monotonically increase with the min-occurs threshold. Thus, any feature from this category 

is valuable and filtering features from this category hampers the accuracy of the recommenda-

tions. Hence, the most appropriate value of the min-occurs threshold for this category is 0.  

 

 

 

                                                                                                                                                                                            
6  In this experiment, the value of the conf threshold was first determined, and then applied for the min-occurs thresh-

olds. Repeating the experiment in the opposite order (determining first the min-occurs thresholds and applying 
them for the conf threshold) produced similar results. 
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Fig. 10. MAE Values vs. min-occurs Threshold for: (a) genres, (b) keywords, (c) actors,  
(d) actresses, (e) directors, (f) production countries, and (g) languages categories 

 

In the second type of category, which includes the keywords, actors, actresses, and directors 

categories, the number of possible features is significantly higher (8,993 keywords, 29,543 actors, 

14,139 actresses and 1,111 directors). For these categories, the MAE values initially decrease 

with min-occurs, i.e., the noisy features are being filtered. This happens until the most appropriate 

values of the min-occurs threshold is reached. Afterwards, the MAE start monotonically increas-
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ing, due to the observation that for higher values of the min-occurs threshold important features 

are also being filtered. Table 6 summarizes the most appropriate values of the min-occurs thresh-

old for various feature categories: 

Table 6. Values of min-occurs Threshold for Various Features Categories 

category genres keywords actors actresses directors countries languages 
min-occurs (%) 0 16 1.6 0.6 0.4 0 0 

 
 

Table 6 shows the minimal percentage of rated movies, where a certain feature should occur in 

order to be taken into account by the content-based prediction mechanism. For example, consider 

the actors feature category and a user who rated 500 movies. The min-occurs threshold of 1.6% 

means that, if a certain actor participated in 1.6% (or more) of movies rated by a user, i.e., in 8 

movies (or more), this actor will be taken into account by the prediction mechanism, and other-

wise, he will be ignored. Note that for the genres feature category, the min-occurs threshold is 0. 

This means that all the available features from the genres category will be taken into account by 

the prediction mechanism. 

 

After the most appropriate values of the conf and min-occurs thresholds were determined, we 

proceeded to the second task: selecting the feature categories that should be taken into account by 

the prediction mechanism. To do this we implemented the wrapper feature selection approach 

[Kohavi and John 1997] discussed above. The initial search state for the feature selection was 

S0=(0,0,0,0,0,0,0). That is, the algorithm started from an empty set of features, where none of the 

available 7 features categories (genres, keywords, actors, actresses, directors, production coun-

tries and languages) was taken into account by the prediction mechanism. Hence, the imple-

mented feature selection used forward selection of features, i.e., the state expansions could only 

contribute new feature categories that should be taken into account by the prediction mechanism. 

 

The accuracy of the recommendations for every state was computed using the above described FT 

set. The 90% training set served as input for the collaborative filtering to content-based UMs con-

version. Then, the generated content-based UM was used for generating pure content-based rec-

ommendations for the items from the 10% test sets. Note that for each state of the search space, 

the content-based prediction mechanism took into account only those feature categories that were 

assigned 1 in the numeric vector representing the state, and ignored the categories that were as-
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signed 0 in the vector7. The MAE metric [Herlocker et al. 2004] was used for evaluating the accu-

racy of the generated recommendations, i.e., for evaluating every state in the search space. 

 

Execution of the wrapper feature selection yielded the following 5 feature categories that should 

be taken into account by the prediction mechanism: genres, keywords, actors, actresses and di-

rectors. This means that only the production countries and languages categories were excluded 

by the feature selection. To validate these results, we performed the accuracy experiment (shown 

later in Figure 11) in two configurations: (1) taking into account the features from all 7 feature 

categories, and (2) taking into account the features from 5 feature categories, excluding the pro-

duction countries and languages categories. The results showed that the accuracy of the recom-

mendations significantly improved as a result of the feature selection. These results will be exten-

sively presented and discussed in Section 5.2.2. 

 

The results of the wrapper feature selection experiment can be explained by an analysis of the 

distribution of the features in the excluded categories. In the production countries category, 1189 

movies (i.e., 77.76% of the movies) are produced in USA, whereas in the languages category, 

1367 movies (i.e., 89.40% of the movies) are in English language. Since the majority of movies 

have only one feature value (USA or English) within these feature categories, they are irrelevant 

for the vast majority of users, i.e., regardless of the feature values within these categories some 

movies are rated positively and some negatively. As a result, production countries and languages 

features do not affect users' ratings on the movies and these feature categories were filtered by the 

feature selection.  

 

We hypothesize that, for certain (non-USA and/or non-English) values of these feature categories, 

running the feature selection would show that also these feature categories are important, and can 

potentially improve the accuracy of the recommendations. However, because the vast majority of 

movies that are stored in IMDb are produced in the USA and in English, this aspect could not be 

assessed. For example, for a user who likes Italian movies, taking the production countries cate-

gory into account (and, in particular the feature Italy) would be extremely important. In fact, the 

issue of weighting specific features within the categories is beyond the scope of this work. 

                                                           
7 Since the feature selection algorithm focused on selecting the most important feature categories, the values of both 

min-occurs and conf thresholds in this experiment were set to 0. 



 87 

5.2.2   Accuracy of the Recommendations 

The selected genres, keywords, actors, actresses and directors feature categories were taken into 

account and the determined conf=0.025 and min-occurs thresholds were applied in the second set 

of experiments. These experiments were aimed at comparing the accuracy of the recommenda-

tions generated using the original collaborative filtering UMs and of the recommendations gener-

ated using the converted content-based UMs. 

 

For this experiment, the users in the dataset were partitioned into 12 groups of users, according to 

the number of rated movies: fewer than 25, 26 to 50, 51 to 75, 76 to 100, … , 201 to 225, 226 to 

250, 251 to 300, and 301 to 500 movies. Then, 325 users were selected from each group, and the 

collaborative filtering UM of each selected user was partitioned into 90% of the ratings training 

set and 10% of the ratings test set8. The ratings in the user's training sets were considered as their 

collaborative filtering UMs, and in parallel, served as input for the collaborative filtering to con-

tent-based UMs conversion mechanism.  

 

Then, two types of recommendations for the items, which were rated in the test set, were gener-

ated: (1) pure collaborative filtering recommendations based on the original collaborative filtering 

UMs, and (2) pure content-based recommendations based on the converted content-based UMs. 

The accuracy of the generated recommendations was compared using the MAE metric [Herlocker 

et al. 2004]. Hence, for each group of users, the MAE values of the collaborative filtering and of 

the content-based recommendations for all the users in the group were computed. Also we would 

like to stress here that the training and testing stages of the experiment were conducted on disjoint 

sets. 

 

To demonstrate the effect of the feature selection and validate our assumption regarding its im-

portance for generating accurate recommendations, we computed the MAE of the content-based 

recommendations in two ways:  

• Using the original 7 feature categories: genres, keywords, actors, actresses, directors, produc-

tion countries and languages. The results of this experiment are denoted in the chart by CB. 

                                                           
8  In the fine-tuning experiment, we selected the FT set of 1,000 users that rated over 100 movies. For the accuracy 

experiment, we defined 12 other groups of 325 users, i.e., overall 3,900 users. Although there is some overlapping 
between the new set and the FT set, it is partial and only for the groups of users that rated over 100 movies. 
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• Using the 5 feature categories selected by the feature selection: genres, keywords, actors, ac-

tresses, and directors. The results of this experiment are denoted in the chart by CBFS. 

Figure 11 shows the MAE values. The horizontal axis reflects the number of users in a group, and 

the vertical axis stands for the MAE values.  
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Fig. 11. MAE Values of Content-Based (with and without feature selection) and  
    Collaborative Filtering Recommendations vs. Number of Rated Movies in the UMs 

 
 

Comparison of the MAE values of the content-based recommendations using the original 7 fea-

ture categories and of the recommendations using the selected 5 categories shows that the latter 

recommendations (using the feature selection) steadily outperform the former (without the feature 

selection). The result is statistically significant, p=1.26E-06. This observation stresses the effect 

of the feature selection and practically proves its importance in the collaborative filtering to con-

tent-based UMs mediation. Hence, in the following analysis of the experimental results we will 

refer mainly to the content-based recommendations using the selected 5 feature categories.  

 

The chart shows that the MAE of the content-based recommendations for the UMs containing 

fewer than 50 movies is relatively low: 0.159 for the selected 5 feature categories (and 0.169 for 

the original 7 categories). We hypothesize that this is explained by the observation that for a low 

number of rated movies in the collaborative filtering UMs, it is easy to determine the important 

content-based features and to compute their weights accurately, while the number of neutral fea-

tures is still low, and they do not dominate in the recommendations generation. For larger col-

laborative filtering UMs, between 50 and 100 movies, the MAE values of the content-based rec-

ommendations increase linearly with the number of rated movies. We hypothesize that this hap-

pens due to a larger number of neutral features, influencing the predicted ratings computation and 
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hampering the accuracy of the generated recommendations. Finally, for the collaborative filtering 

UMs with over 100 rated movies, the MAE values stabilizes at approximately 0.20 for the se-

lected 5 feature categories (and at 0.22 for the original 7 categories).  

 

We would like to stress that for most of the groups the prediction rate is over 0.99 (except the 

group of less than 25 movies, where it is 0.97). High prediction rate values hold for both content-

based recommendations using the original 7 feature categories and for the recommendations using 

the selected 5 categories. This means that recommendation values can be successfully computed 

for almost every movie.  

 

Comparison of the MAE values of the content-based and collaborative recommendations shows 

that for the groups of users that rated fewer than 75 movies (or, fewer than 50 movies for the ex-

periment without the feature selection) in the collaborative filtering UMs, content-based recom-

mendation based on the converted artificial UMs outperforms collaborative recommendations 

based on the original UMs. According to the Table 3, 78.4% of the users in the dataset rated 

fewer than 75 movies (and, for the results of the experiment without the feature selection, 64.83% 

of the users rated fewer than 50 movies). Thus, improving the accuracy of the recommendations 

for these groups of users is extremely important. Due to the new user problem, the accuracy of the 

collaborative filtering recommendations for this size of UMs is relatively low. Hence, mediation 

from the collaborative filtering UMs to the content-based UMs and further generation of pure 

content-based recommendations provide a solid alternative technique.  

 

For users who rated a larger number of movies in the collaborative filtering UMs, the accuracy of 

the collaborative filtering recommendations outperforms the accuracy of the content-based rec-

ommendations. However, the difference in the MAE is relatively small. Hence, we hypothesize 

that applying more accurate weighting mechanisms and discovering the dependencies between 

specific features may improve the accuracy of the content-based recommendations also for larger 

UMs. 

 

Finally, we would like to compare the results of the last experiment with the results of a similar 

experiment reported in [Basu et al. 1998]. That work aimed at combining the collaborative filter-

ing and content-based UMs and recommendation approaches. To do this, (1) content-based in-
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formation about the items rated in the collaborative filtering UM was extracted, (2) this informa-

tion, jointly with the original collaborative ratings, was treated as the features of the items, and (3) 

content-based and hybrid recommendations were generated using these enriched UMs. In the 

study, the authors also focused on the application domain of movies and extracted content-based 

information from 26 feature categories from the IMDb. Experimental evaluation measured the 

accuracy of the generated recommendations (in terms of precision and recall [Salton and McGill 

1983]). The results showed that the accuracy of the content-based recommendations is inferior 

that of the original collaborative filtering recommendations, and only the hybrid recommenda-

tions allow the accuracy of the recommendations to be improved). Conversely, in this section we 

showed that the accuracy (in terms of MAE) of the recommendations generated using the con-

verted content-based UMs outperforms that of the recommendations generated using the original 

collaborative filtering UMs. We hypothesize that this improvement was achieved due to the fine 

tuning of the prediction mechanism using the conf and min-occurs threshold and feature selection 

that were applied. 

5.3   Summary 

This section focused on cross-representation mediation of UMs and demonstrates practical im-

plementation and evaluation of the mediation from the collaborative filtering to the content-based 

UMs. This mediation procedure allows bootstrapping of the UMs of a content-based recom-

mender system, and facilitates generation of accurate recommendations for a new user, whose 

UM was imported from the collaborative filtering recommender system.  

 

The experimental evaluation initially focused on the fine-tuning of the prediction mechanism. The 

experiments showed that for a small number of rated movies in the collaborative filtering UMs 

(typical for the majority of the users), the accuracy of the content-based recommendations is 

higher than that of the collaborative filtering ones. Hence, cross-technique mediation of the UMs 

facilitates improvement of the accuracy of the personalization services provided to the users. 

Also, the experiments allowed the contribution of the feature selection to be evaluated by compar-

ing the accuracy of the recommendations with and without the preceding feature selection proc-

ess. The results validated the assumptions regarding the importance of the feature selection, as 

applying it allowed the accuracy of the generated recommendations to be improved even more.  
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Chapter 6: Cross-Domain Mediation of User Modeling  

Data 

The collaborative filtering recommendation technique assumes that people with similar tastes, 

i.e., people who agreed in the past, will also agree in the future. Hence, the collaborative filtering 

recommendation generation process is typically decomposed into three general stages: (1) similar-

ity computation: weighting all the users with respect to their similarity with the active user; (2) 

neighborhood formation: selecting K most similar users, i.e., nearest-neighbors for the recom-

mendation generation; and (3) recommendation generation: computing the recommendation by 

weighting the ratings of the users in the neighborhood on the target item [Herlocker et al. 1999]. 

 

Collaborative filtering systems suffer from new item and new user bootstrapping problems. The 

new item problem refers to the fact that if the number of users who rated an item is small, accu-

rate recommendations for this item cannot be generated. The new user problem refers to the fact 

that if the number of items rated by a user is small, it is unlikely that there is an overlap of prod-

ucts rated by this user and other users. Hence, users' similarity cannot be reliably computed and 

accurate recommendations for the user cannot be generated. These problems are referred to as 

particular cases of a collaborative filtering sparsity problem [Linden et al. 2003], where the con-

tents of the ratings matrix are insufficient for generating accurate recommendations.  

 

This work focuses on overcoming this problem through cross-domain mediation of UMs. In this 

mediation, the user modeling data are imported from remote systems exploiting the same collabo-

rative filtering recommendation technique as the target system, in other, relatively similar, appli-

cation domains. Hence, both target and remote systems represent the UMs as a list of ratings pro-

vided by a user on the domain items. In this setting, four types of user modeling data can be im-

ported: (1) UMs stored by the remote system, (2) lists of the neighborhood candidates, (3) degrees 

of similarity between the active user and the other users, computed over the data stored by the 

remote system, and (4) complete recommendations generated by the remote system. This work 

elaborates on these four types of cross-domain mediation in collaborative filtering and presents 

their implementation and experimental evaluation using the widely-used EachMovie dataset 

[McJones 1997].  
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The section is organized as follows: Section 6.1 discusses cross-domain mediation approaches; 

Section 6.2 presents the results of the experimental evaluations; and Section 6.3 summarizes the 

section.  

6.1   Cross-Domain Mediation in Collaborative Filtering 

Traditional collaborative filtering recommender systems store their user modeling data, i.e., the 

ratings, in a two-dimensional matrix M:(userid, itemid)�rating, where userid and itemid represent 

the unique identifiers of users and items and rating represents the explicit evaluation given by a 

user userid on an item itemid. Note that the number of items managed by the system is typically 

significantly larger than the number of ratings provided by an average user. This leads to a very 

sparse ratings matrix M and to the sparsity problem of collaborative filtering. 

 

Conversely, in a domain-distributed setting, the ratings matrix M is stored in a semi-centralized 

way. In this case, every domain d stores a local ratings matrix Md. The structure of Md is similar 

to the structure of M, i.e., it is a two-dimensional matrix representing the ratings given by a set of 

users on a set of items. However, this set of items in the matrix is restricted to the items that be-

long to a certain application domain d, i.e., Md: (userid, itemid)�rating. Hence, this setting can be 

considered as a vertical partitioning of the ratings matrix M (Figure 12). 
 

 

Fig. 12. Domain-Related Vertical Partitioning of the Ratings Matrix 

 

 

Note that this is not exactly vertical partitioning of the ratings matrix. In a real vertical partition-

ing, the partitioned sets of items are disjoint, i.e., every item belongs to a single set. In domain-

related vertical partitioning, certain items may belong to multiple domains or categories. This 

setting is not uncommon if the above representation of domains is downscaled to the representa-

tion of E-Commerce services. In this case, ambiguous categorization of items may be explained 

by different classifications of products, their providers, or E-Commerce sites. 
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Over the above partitioning of the ratings matrix, various types of user modeling data can be me-

diated and imported. These types of data are those exploited in the three stages of collaborative 

filtering recommendations generation process: similarity computation, neighborhood formation, 

and recommendation computation. For the similarity computation, the UMs are imported from 

the remote recommender systems. For the neighborhood formation, either the list of candidates 

for being the nearest-neighbors or users' similarities computed by the remote systems are im-

ported. Finally, for the recommendation computation, complete recommendations for items, gen-

erated by the remote systems, are imported.  

6.1.1   Importing User Modeling Data in Collaborative Filtering  

A typical personalization scenario is initiated by a recommendation request issued by a user userid 

to a collaborative filtering recommender system Rt in the target application domain t. As a result, 

the target system Rt selects a set of items that can be potentially recommended {itemid} and initi-

ates a recommendation generation process for every itemid. To enhance the accuracy of the rec-

ommendations, Rt queries a set of available remote collaborative filtering recommender systems 

{Rd}d∈D from other closely-related domains D for the related user modeling data (the relations 

between target domain t and domains in D will be discussed later). The query is formulated as a 

triplet q=<userid, itemid, t>. In the following discussion, let us assume that the identities of the 

users and items are unique in all the domains and systems. 

 

According to the first mediation approach, the UMs themselves (i.e., the rating vectors) stored by 

a remote system Rd operating in another domain d, are imported. For the sake of simplicity, let us 

assume that Rd responds to q by sending to Rt the content of the local repository of UMs, i.e., 

respd=Md, where Md is local ratings matrix containing only the items that belong to domain d. 

Upon receiving the set of responses {respd} and given a policy for resolving conflicts in the rat-

ings of the same user-item pair coming from different systems, Rt constructs the unifying ratings 

matrix M by integrating local and imported data. Over M, traditional collaborative filtering 

mechanism of similarity computation, K nearest-neighbors selection and recommendations gen-

eration is applied. Since the constructed matrix M can be considered as the standard centralized 

collaborative filtering matrix, this approach is referred to as Standard collaborative filtering and it 

serves as a baseline for the experimental comparisons. 
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The second and third mediation approaches deal with importing nearest-neighbors data computed 

locally by the remote systems Rd. Two approaches are considered:  

• Heuristic – relies on a heuristic assumption that similarity of users spans across multiple appli-

cation domains. Hence, if two users are similar in a certain remote application domain d, they 

may be also similar in the target domain t. Practically, this means that Rd responds to q by send-

ing to Rt the set of K identities of the users most similar to the active user, i.e., respd={userid}. 

Upon receiving the set of responses {respd}, Rt aggregates these sets of nearest-neighbors into 

the overall set of heuristic candidates for being the nearest-neighbors, computes their true simi-

larity values according to the local ratings matrix Mt, selects the set of K nearest-neighbors, and 

generates the recommendations. 

• Cross-domain – computes the overall similarity between two users as an aggregation of their 

domain-related similarity values. Upon receiving the request q, every remote system Rd com-

putes locally, i.e., according to the contents of the local ratings matrix Md, the similarity be-

tween the active user and the other users in Md. A set of K nearest-neighbors is selected, and 

their userid jointly with their similarity values are sent to Rt. In other words, 

respd={(userid,simd)}, where simd=sim(userid,useract) is the local similarity between a user userid 

and the active user useract, computed according to their ratings in the application domain d us-

ing a certain similarity metric sim. Upon receiving the set of responses {respd}, Rt aggregates 

the domain-related similarity values into the overall similarity metric using inter-domain corre-

lation values. The overall similarity is computed by:  
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where simd(userid,useract) is the local similarity value in application domain d and cor(d,t) is the 

correlation of the target domain t and remote domain d. As the overall similarity value is com-

puted (various ways for computing inter-domain correlations are described in the following 

subsection), K nearest-neighbors are selected and the recommendations are generated. 

 

The fourth mediation approach deals with complete collaborative filtering recommendations gen-

erated locally by the systems from remote domains, referred to as Local collaborative filtering. 

According to it, the recommendations are generated using only the data stored in the ratings ma-

trix Md of the collaborative filtering system from a certain application domain d. This is done 

similarly to the centralized collaborative filtering, but using a restricted set of ratings on items 
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from d: local similarity values are computed, the set of K nearest-neighbors is selected and the 

recommendations are generated. However, Local collaborative filtering disregards the fact that 

the items typically belong to multiple application domains and treats each domain independently. 

Hence, according to Remote-Average variant of Local collaborative filtering, every remote system 

Rd from another application domain d, to which the predicted item belongs, generates a separate 

local recommendation using the ratings stored in its ratings matrix Md. The computed recommen-

dations are sent to Rt, i.e., respd=predd. Upon receiving the set of responses {respd} and generat-

ing a local recommendation using its own matrix Mt, Rt aggregates all the recommendations into a 

single value by averaging the set of received recommendations with the locally generated recom-

mendation. In the experimental evaluation, Remote-Average is compared with the Local collabo-

rative filtering, applied over the ratings in the target domain t only, i.e., with the recommenda-

tions generated using the data stored only in its target domain t ratings matrix Mt. 

6.1.2   Computation of Inter-Domain Correlations 

To aggregate multiple domain-related similarities of users into the overall similarity value, there 

is a need for an inter-domain correlation metric. In other words, this requires a metric that will 

compute correlation, cor(d1,d2) between two application domains d1 and d2. This subsection dis-

cusses two alternative correlation computation techniques: content-based and ratings-based. As-

suming stable contents of the domains and stable ratings on the domain items, the inter-domains 

correlation computation can be considered as a one-time pre-processing process. 

 

The content-based correlation computation technique assumes that the textual contents of a do-

main can be considered as reliable representatives of the domain topics [Berkovsky et al. 2006g]. 

Hence, the similarity of two application domains d1 and d2 is computed as a three-stage process: 

(1) mining the textual content of the domains, eventually obtained from external data sources, 

such as the Web or other specialized databases; (2) representing the mined textual contents as 

feature vectors v1 and v2, where vi=(wi1, …, win) and wij is the tf-idf weight [Salton and McGill 

1983] of the term j appearing in the domain i;  and (3) computing inter-domain correlation as the 

cosine similarity of their respective feature vectors: 
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where . denotes the inner product between the feature vectors, and ||vi||2 denotes their norm, i.e., 

the square root of the scalar product of a vector with itself. The result of this computation is a 

scalar, measuring the correlation of two domains, computed based on their textual contents. 

 

Alternatively, the ratings-based correlation computation is based on the similarity of ratings on 

the domain items [Bridge and Kelly 2006]. Given two items, item1 and item2, their ratings-based 

similarity sim(item1,item2) can be computed as the correlation, e.g., cosine similarity, of their re-

spective ratings vectors. Using item-based similarity metric, inter-domain correlation is computed 

as the average similarity of all the possible pairs of different items that belong to these application 

domains: 
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where sim(itemi,itemj) is the ratings-based similarity of two items. Also the result of this computa-

tion is a scalar, measuring the correlation of two domains, but in this case computed based on the 

similarity of ratings on the domains' items. 

6.2   Experimental Evaluation 

One of the main difficulties when conducting an experimental evaluation of cross-domain media-

tion and collaborative recommendations using multiple user modeling data is the lack of publicly 

available data, representing the ratings of the same users on items from multiple application do-

mains. Although there exist several datasets from various domains (e.g., movies, books, jokes, 

browsing logs), none of them is cross-linked, i.e., they do not allow their users in other datasets to 

be identified. Hence, experimental evaluation of the proposed mediation approaches involved 

EachMovie dataset of movie ratings [McJones 1997], where the items were vertically partitioned, 

rather than where the ratings from different application domains were collected.  

 

To mimic domain-related vertical partitioning of the ratings matrix, the movies were partitioned 

according to their genres. Eight genre-related ratings matrices were created: action, animation, 

comedy, drama, family, horror, romance, and thriller . In EachMovie, the movies usually belong 

to multiple (up to 4) genres such that each movie belongs, on average, to 2.376 genres. Hence, the 

sets of movies in the genre-related matrices were not disjoint. Table 7 summarizes the distribution 
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of movies and ratings among genre-related ratings matrices and sparsity of each matrix. The sign 

K in the number of ratings row denotes one thousand ratings. 

Table 7. Data Distribution among Genre-Related Matrices. 
 action animation comedy drama family horror romance thriller 

Num. movies 198 43 400 536 145 87 137 177 
Num. ratings 1,166K 193K 2,209K 3,056K 800K 433K 681K 991K 
sparsity (%) 91.923 93.852 92.425 92.180 92.432 93.181 93.179 92.321 

 

6.2.1   Inter-Domain Correlations 

To compute inter-domain correlations, both content-based and ratings-based techniques were ap-

plied. Content-based technique exploited the lists of movie keywords mined from the IBDb 

movie database [IMDb 2007] to generate genre-related tf-idf feature vectors and compute inter-

genre correlations [Salton and McGill 1983]. The ratings-based technique exploited the ratings on 

the movies in EachMovie. Tables 8 and 9 show the matrices of inter-genre correlation. Table 8 

shows the content-based and Table 9 the ratings-based technique. 

Table 8. Inter-Genre Correlations – Content-Based Computation 
 action animation comedy drama family horror romance thriller 

action 1.000 0.860 0.935 0.932 0.820 0.902 0.913 0.943 
animation 0.860 1.000 0.913 0.848 0.914 0.765 0.838 0.787 

comedy 0.935 0.913 1.000 0.965 0.905 0.868 0.957 0.903 
drama 0.932 0.848 0.965 1.000 0.841 0.873 0.987 0.938 
family 0.820 0.914 0.905 0.841 1.000 0.739 0.832 0.772 
horror 0.902 0.765 0.868 0.873 0.739 1.000 0.850 0.939 

romance 0.913 0.838 0.957 0.987 0.832 0.850 1.000 0.913 
thriller 0.943 0.787 0.903 0.938 0.772 0.939 0.913 1.000 

 
 

Table 9. Inter-Genre Correlations – Ratings-Based Computation 
 action animation comedy drama family horror romance thriller 

action 0.129 0.095 0.078 0.067 0.086 0.093 0.075 0.109 
animation 0.095 0.167 0.074 0.059 0.125 0.077 0.074 0.082 

comedy 0.078 0.074 0.072 0.058 0.071 0.065 0.070 0.074 
drama 0.067 0.059 0.058 0.063 0.056 0.060 0.065 0.069 
family 0.086 0.125 0.071 0.056 0.119 0.067 0.072 0.076 
horror 0.093 0.077 0.065 0.060 0.067 0.149 0.060 0.098 

romance 0.075 0.074 0.070 0.065 0.072 0.060 0.091 0.074 
thriller 0.109 0.082 0.074 0.069 0.076 0.098 0.074 0.109 

 

Both techniques yielded symmetric matrices, i.e., cor(d1,d2)=cor(d2,d1). The diagonal values in 

content-based matrix are 1 – the correlation between a feature vector and itself. Also other inter-

genre correlations are relatively high, above 0.73. Conversely, in ratings-based matrix, the diago-

nal values are lower, since they are computed using the ratings vectors of the movies, which are 

typically different even within the same genre. Nevertheless, in many genres the diagonal values 

are still higher than other correlation in the respective column or row. 
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6.2.2   Cross-Domain Experiments with Collaborative Filtering Data 

Four collaborative filtering data mediation approaches discussed in the previous section were 

implemented and evaluated. Cosine similarity was selected as the users' similarity metric [Salton 

and McGill 1983]. The minimal number of movies rated by users for the similarity computation 

was 6 (recommendations could not be generated for users who rated fewer than 6 movies). The 

number of nearest-neighbors returned by remote domains to the target domain in Heuristic and 

Cross-domain approaches was 20. The number of nearest-neighbors used for the recommendation 

generation was 20.  

 

The following experiments evaluated the effect of sparsity of the target user ratings in the matrix 

of the target domain on the accuracy of the recommendations. Hence, the users in the genre re-

positories were partitioned into 12 categories, according to the percentage of the rated movies 

from the target genre: under 3%, 3% to 6%, …, 30% to 33%, and over 33%. For every group, 

1,000 recommendations were generated for various combinations of user, movie, and target 

genre. The recommendations were generated using the following collaborative filtering ap-

proaches: Standard, Heuristic, 3 variants of Cross-Domain, Local, and Remote-Average. The 

recommendations' accuracy was measured using the MAE metric [Herlocker et al. 1999]: 

1
| |

N

i ii
p r

MAE
N

=
−

= ∑
 

where N denotes the total number of the recommendations, pi is the predicted rating, and r i is the 

real rating on the movie in recommendation number i. In the following figures, the horizontal axis 

shows the percentage of rated movies in the target genre and the vertical axis the MAE. The base-

line for all the comparisons is Standard approach, as its results are similar to the results that 

would have been obtained in traditional centralized collaborative filtering. 

 

The results of Local, Remote-Average and Standard approaches (Figure 13) show that both Local 

and Remote-Average CF outperform Standard approach  for any percentage of rated movies (sta-

tistically significant, p=2.78E-07 and p=1.63E-06, respectively). This can be explained by argu-

ing that the similarity computation over the ratings from the target genre only in Local approach 

(or over the ratings from other movie genres in Remote-Average) yields more accurate similarity 

values than the similarity computation over all the available ratings.  This can be explained by the 

observation that the ratings from these genres are important for computing the similarity value in 
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the relevant genre, whereas the other ratings may introduce noise into the computation. As a re-

sult, the recommendations are more accurate. 
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Fig. 13. Local, Remote-Average and Standard Approaches 

 

A comparison of the Local and Remote-Average approaches shows that for a small percentage of 

rated movies, i.e., sparse ratings matrix, Remote-Average approach is slightly  more accurate (sta-

tistically insignificant). This can be explained by the fact that the recommendations are generated 

using additional knowledge acquired by importing data from other relevant genres and not using 

the data from the target genre only. For a higher percentage of rated movies, the local data are 

sufficient and the imported data hamper the accuracy of the recommendations.  

 

It should be stressed that in certain conditions Local and Remote-Average approaches are inappli-

cable. For example, for a group of under 3% of rated movies, recommendations can be generated 

only for comedies and dramas, as only in these genres is 3% of the number of movies above 6 

movies, a minimal number of movies for the similarity computation. Hence, although the accu-

racy of Local and Remote-Average approaches is higher, they are not capable of generating rec-

ommendations for certain movies, which will negatively affect the ability of the system to rec-

ommend all the interesting movies.  

 

The results of Heuristic and Standard approaches (Figure 14) show that for a small percentage of 

rated movies, Standard approach is more accurate. This can be explained by the fact that the set 

of nearest-neighbors candidates computed by the Heuristic approach is not accurate in compari-

son with the real set of nearest-neighbors. However, the accuracy of the candidates set increases 

with the percentage of rated movies and Heuristic approach outperforms Standard approach start-

ing from 9% to 12% (statistically significant, p=0.03896). It should be stressed that the accuracy 
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of Heuristic approach is inferior to the accuracy of the Local approach: their recommendation 

generation is identical (uses target genre ratings only), but while the set of K nearest-neighbors in 

Heuristic approach is found by an approximated search, in Local approach it is found by an ex-

haustive search of all the users.  

0.16

0.17

0.18

0.19

0.2

0.21

0.22

0.23

below 3 3 to 6 6 to 9 9 to 12 12 to 15 15 to 18 18 to 21 21 to 24 24 to 27 27 to 30 30 to 33 over 33

Standard

Heuristic

 

Fig. 14. Heuristic and Standard Approaches 

 

Figure 15 shows the results of Cross-Domain (Cross-Genre) and Standard approaches. Three 

particular instances of Cross-Genre approach were evaluated: (1) Cross-Genre with content-

based inter-genre correlations, (2) Cross-Genre with ratings-based inter-genre correlations, and 

(3) Cross-Genre with uniform inter-genre correlations, where all the correlations are set to 1. The 

latter approach was aimed at evaluating the contribution of other Cross-Genre approaches, and 

served as a baseline for experimental comparisons of Cross-genre approaches. 
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Fig. 15. Cross-Genre Uniform, Content-Based, Ratings-Based and Standard Approaches 

 

The results show that both content- and ratings-based Cross-Genre approaches outperform the 

Standard approach (statistically significant, p=0.00058 and p=0.00024, respectively). This can be 

explained by the observation that the weighted similarity metric aggregating the set of domain-
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related similarities according to inter-genre correlations is more accurate than Standard similarity 

metric assigning equal weights to all the ratings. It should be stressed that the accuracy of uniform 

Cross-Genre approach is lower than the accuracy of content-based and ratings-based Cross-Genre 

approach (and than the accuracy of Standard approach). This shows that Cross-Genre similarity 

computation is beneficial and improves the accuracy of the recommendations. Note that, although 

content-based and ratings-based inter-genre correlation matrices were different, the accuracies of 

both approaches are very similar. This proves the validity of ratings-based similarity computation 

[Bridge and Kelly 2006]. 

 

Comparing content- and ratings-based Cross-Genre and Local approaches shows that the latter is 

more accurate for any percentage of rated movies (statistically significant, p=4.13E-10 and 

p=5.66E-13, respectively). However, as discussed earlier, Local approach may be inapplicable for 

a low percentage of rated movies due to the sparsity of ratings in the target domain ratings matrix. 

In this case, Cross-Genre approach should be applied, as its accuracy outperforms the accuracy of 

Standard approach. 

6.3   Summary 

This section focused on cross-domain mediation of collaborative filtering user modeling data for 

the purposes of resolving the bootstrapping problem, typical to collaborative filtering systems. In 

particular, it implemented and experimentally evaluated the effect of importing the following four 

types of user modeling data: (1) complete UMs, (2) lists of the nearest-neighbors candidates, (3) 

degrees of users' similarity computed over the local data, and (4) complete recommendations. 

 

Experimental evaluation, conducted in the domain of movies, showed that generating recommen-

dations over multiple domain-related user modeling data can yield a higher accuracy of the rec-

ommendations than the accuracy of the recommendations built by merging the ratings in a cen-

tralized repository and then applying the traditional collaborative filtering technique. However, 

this approach is not applicable for very sparse data, where aggregating local similarity degrees is 

more appropriate. Two weighted aggregation methods were evaluated: content-based and ratings-

based. Both improved the accuracy of the recommendations, compared to the traditional collabo-

rative filtering method assigning equal weights to all the degrees of inter-genre correlation.  
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Chapter 7: Distributed Storage and Retrieval of User  

Modeling Data 

Peer-to-Peer (P2P) computing refers to a subclass of distributed computing, where system's func-

tionality is achieved in a fully decentralized way by using a set of distributed resources [Androut-

sellis-Theotokis and Spinellis 2004]. P2P systems usually lack a central point of management, 

depending rather on a voluntary contribution of resources, e.g., computing power, data, and net-

work traffic, by the connected peers. As a result, P2P systems provide pure distributed communi-

cation middleware with theoretically unlimited storage, communication, and processing capabili-

ties [Milojicic et al. 2002]. 

 

In this section we propose using the storage resources of P2P networks as a user modeling data 

storage component. Such component can be applied for the purpose of distributing the storage of 

UMs and supporting distributed retrieval of similar UMs in similarity-based recommendation 

approaches, such as collaborative [Herlocker et al. 1999] and demographic [Krulwich 1997] fil-

tering. Since P2P systems do not imply central management, the user modeling data are inserted 

autonomously by multiple systems and may be described by a dynamic set of terms, such that the 

data storage component should support heterogeneity in the descriptions of user modeling data. 

Thus, efficient management of the user modeling data requires a stable semantic-based infrastruc-

ture allowing identification of similarities and commonalities between the heterogeneously de-

scribed data. Moreover, this infrastructure should support a retrieval process that: i) performs de-

centralized retrieval with low communicational overhead, and ii) guarantees fast discovery of the 

similar UMs, or a reasonably accurate approximation. 

 

We used the hypercube-based approach of UNSO (UNSpecified Ontology) [Ben-Asher and 

Berkovsky 2006] for implementing P2P storage of user modeling data and developed an ap-

proximated retrieval algorithm designed to reduce the computational and communicational over-

heads, in comparison with the traditional exhaustive retrieval. The algorithm is based on the ob-

servation that UNSO implicitly groups similar UMs, such that they are located in relatively close 

proximity with respect to the underlying network topology. Hence, an approximated retrieval of 

UMs in UNSO is performed through a localized expanding search starting at the location of the 

target UM in the underlying network, i.e., at the location of the UM of the user who requested a 
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recommendation from the system. This means that the most similar UMs are searched at the loca-

tions that are close to the location of the target UM and the number of UM comparisons is re-

duced with respect to the traditional retrieval, which exhaustively compares the target UM with 

all the available UMs.  

 

Due to a lack of publicly available heterogeneous user modeling data, the above approach was 

evaluated in five datasets of E-Commerce data objects from five application domains, which rep-

resent ephemeral search models of the users. We compared the proposed approximated retrieval 

with the traditional exhaustive retrieval algorithm. We showed that the former significantly re-

duces the number of required comparisons, while preserving the precision and recall of the search 

[Salton and McGill 1983]. Hence, the contributions of this work are two-fold. First, we propose a 

novel notion of pure decentralized storage of user modeling data in a P2P environment. Second, 

we develop and evaluate an efficient and accurate approximated algorithm for retrieval of the 

most similar UMs over the above decentralized storage of user modeling data. 

 

The rest of this section is structured as follows. Section 7.1 presents semantic data management in 

P2P systems. Section 7.2 describes the unspecified P2P data management using UNSO and the 

representation of user modeling data using UNSO.  Section 7.3 defines the distance metric used 

in the evaluation and presents the approximated retrieval algorithm. Section 7.4 presents and ana-

lyzes the results of the experimental evaluation, and Section 7.5 summarizes this section.  

7.1 Semantic Data Management in Peer-to-Peer Systems 

The first P2P systems were designed for large-scale data sharing. Applications, such as Napster 

[Napster 2007], Gnutella [Adar and Huberman 2000], and Freenet [Clarke et al. 2000], allowed 

users to download multimedia data, provided by other users. Performance of these systems suf-

fered from severe scalability problems. In Napster [Napster 2007], a cluster of central servers 

maintained the indices of the files provided by the users. The flooding search algorithm of 

Gnutella did not allow communication-efficient retrieval of data objects over a heterogeneous set 

of users [Adar and Huberman 2000]. Freenet, despite being fully decentralized and employing 

efficient routing algorithms, could not guarantee reliable and unambiguous data management 

[Clarke et al. 2000].  
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This has led to the development of content-addressable P2P systems, such as CAN [Ratnasamy et 

al. 2001] and Pastry [Rowstron and Druschel 2001]. These systems implement a scalable self-

organizing infrastructure for fault-tolerant routing using Distributed Hashing Tables (DHT) [Har-

ren et al. 2002]. In DHT-based systems, each user and data object is assigned a unique identifier 

from a sparse space, called respectively user and key. Note that every key uniquely represents the 

characteristics and contents of the respective data object, whereas its exact format is defined by 

the system. Since a user may provide multiple data objects, the users are typically represented by 

the respective sets of the provided data objects: useri={keyi1, keyi2, …, keyim}. 

 

The data objects are inserted into the system through mapping their keys to the logical nodes of 

the underlying communication middleware, i.e., P2P network. This is achieved using a globally-

known hashing function put(useri, keyij), which assigns useri as a provider of the data object iden-

tified by keyij. This assignment is done through coupling the key of the data object keyij and the 

middleware node nodek obtained by applying the put function on keyij. Since in pure decentralized 

P2P systems the data objects are stored by the users, every user virtually manages a set of mid-

dleware nodes, which reflects the set of data objects provided by the user. Thus, in the rest of the 

section the term node refers both to the communication network node and to the user managing 

this node. 

 

The fact that the put functions used to map the data objects to the middleware nodes are globally-

known facilitates further discovery of a data object identified by keyij (i.e., the user providing it) 

by other users. This is done through get(keyij) function, which exploits the same hashing function 

as put and returns useri, the identifier of the user providing the data object identified by keyij. 

Thus, DHT-based P2P systems facilitate decentralized management and search of data objects, 

where the unique description of the data object keyij and hashing functions put and get guarantee 

proper functionality of the system. 

 

For example, consider two users X and Y providing seven data objects in a CAN-based system 

[Ratnasamy et al. 2001] exploiting two-dimensional CAN middleware (shown in Figure 16). 

Three data objects are provided by user X and four are provided by user Y. The keys of the above 

data objects are mapped to the nodes of the middleware using the put function. Let us assume that 
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the keys of the data objects provided by user X are mapped to the nodes b, c, and g, whereas the 

keys of the data objects provided by user Y to the nodes a, d, e and f (shown in Figure 16 in dif-

ferent shades). When other users search for these data objects, the same hashing mechanism ex-

ploited by get function points them to the relevant nodes of the middleware and to the users pro-

viding the requested data objects. 
 

 

Fig. 16. Management of Data Objects in a DHT-Based P2P Middleware 
 

In comparison to prior P2P systems, DHT-based systems are highly scalable, and provide a ro-

bust, self-organizable, and completely decentralized structure. Due to an effective routing algo-

rithm [Plaxton et al. 1997], which routes the messages only to the relevant users instead of the 

expensive network flooding, their overall traffic is significantly lower [Rowstron and Druschel 

2001]. However, DHT-based systems basically rely on hashing-based put() and get() operations. 

This results in two major limitations: 

• Support for exact-matching lookups only. The keys of two similar, but not identical data ob-

jects key1 and key2 are treated as two diverse keys. Hence, only the searches specifying the ex-

act key used while inserting a data object will succeed in locating it. This limitation hampers 

the data management characteristics of DHT-based systems and leads to an uncontrolled re-

dundancy in the data objects repository, as similar, but not exactly matching data objects cannot 

be identified by the search queries.  

• Support for single-key lookups only. The above put() and get() operations handle a single key 

only, i.e., a data object is described by a single string. Although the key might be represented as 

a concatenation of the substrings representing parts of the key, any change in one of them will 

prevent identification of the matching, as the hashing mechanism will map it to a different mid-

dleware node. 

 

This has lead to the development of a more complex kind of P2P network, built upon peers using 

their own schemata to describe the objects. This approach is further referred to as semantic or 

ontology-based data management. Ontology is defined as a formal shared conceptualization of a 

particular domain [Gruber 1993]. It acts as a standardized reference model, providing both hu-
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man-understandable and machine-processable semantic mechanisms, allowing various enterprises 

and systems to collaborate efficiently. Two techniques for ontology-based data management in 

P2P networks are discussed in HyperCup [Schlosser et al. 2002] in UNSO [Ben-Asher and 

Berkovsky 2006].  

 

HyperCup [Schlosser et al. 2002] proposes a flexible ontology-based pure decentralized P2P 

middleware, generating a hypercube-like graph of data objects represented by the users providing 

them. This means that on the logical level the P2P hypercube consists of the data objects, whereas 

on the physical level it consists of the users providing these objects, connected by the underlying 

P2P network organized as a hypercube. To store the data objects in a distributed manner, Hyper-

Cup exploits a predefined ontology of the data objects domain, such that the dimensions of the 

hypercube match the concepts of the ontology, i.e., the features characterizing the data objects. As 

a result, every data object described by the ontology concepts is mapped to one of the hypercube 

nodes. This mapping assigns the user providing a data object to manage the respective middle-

ware node. The data objects can be discovered using the same domain ontology.  

 

For example, consider the following simple ontology-based representation of user modeling data 

objects in a demographic recommender system. The users are represented using 3 ontological 

features {gender, age, residence} that are mapped to the dimensions of the hypercube, e.g., gen-

der is mapped to dimension number 1, age is mapped to dimension 2, and residence to dimension 

3. The values of the features, as expressed by the specific UMs, are mapped to the numeric coor-

dinates within the dimensions. For example, a value female of the dimension gender is mapped to 

coordinate 0, whereas a value male is mapped to 1. Similarly, the values of age are partitioned to 

age groups of fewer than 10 years old, 10 to 20 years old, 20 to 30 years old, and so forth, and the 

values of residence are enumerated according to the alphabetical list of countries or states. Note 

that such predefined ontology-based mapping mechanism inherently imposes the order of the val-

ues for the features and facilitates the defining of accurate similarity metrics for similarity-based 

searches and ranking of the retrieved data objects. 

 

To maintain connectivity of the underlying communication middleware, hypercube nodes are 

connected, such that every user managing a hypercube node stores a data structure of immediate 

logical neighbors in different dimensions. For example, consider a UM, which is mapped to a 
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node (x,y,z) of the underlying 3-dimensional hypercube. As a result, the node representing this 

UM is connected to 6 logical neighbors, i.e., nodes (x+1,y,z), (x-1,y, z), (x,y+1,z), (x,y-1,z), 

(x,y,z+1) and (x,y,z-1). Note that the +1 and –1 in the node addresses do not imply any numeric 

order or semantic similarity, but a logical neighborhood relation only.  

 

A user who provides multiple data objects, e.g., UMs from recommender systems using different 

UM representations, or UMs from multiple application domains, maintains a set of hypercube 

locations. This means that a separate data structure of logical neighbors is maintained for UM and 

the respective hypercube location. In summary, the overall hypercube is distributed and virtually 

made of the connected users, whereas each user maintains a set of data structures that allow its 

neighbors to be located and connectivity of the hypercube to be maintained. 

 

HyperCuP proposes a dynamic P2P algorithm for hypercube construction and maintenance. The 

algorithm is based on the idea that a user providing a particular data object can manage not only a 

single node to which the data object is mapped, but also a set of virtual neighbor nodes that have 

not yet been assigned to other data objects and users. This is required in order to simulate the 

missing nodes for the purposes of maintaining connectivity and guarantee the network routing. 

For example, consider a 3-dimensional hypercube with five data objects shown in Figure 17a. In 

this case, node 4 is simulating three missing nodes of the hypercube. This is schematically shown 

by the dashed edges 1-4, 2-4 and 3-4, as node 4 acts as a virtual neighbor of nodes 1, 2 and 3. 
 

 

Fig. 17. Hypercube Maintenance in HyperCuP (a) Implicit topology of the  

complete hypercube; (b) Insertion of a new data object 

 

When a new data object is inserted by one of the users, the ontological description of the data 

object is mapped to a certain network node, and the user providing the data object replaces the 

user who simulated this node and starts functioning as a real node. For example, consider an in-

sertion of a data object that is positioned in node 5, as shown in Figure 17b. A user providing the 

new data object becomes a neighbor of nodes 1 and 4, and starts simulating the missing neighbor 
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of node 2. Conversely, when a user providing the data object disconnects, one of the remaining 

neighbors starts managing the node previously managed by the leaving user. For an extensive 

description of the HyperCuP topology maintenance and examples of new data object insertions 

and node departures, the readers are referred to [Schlosser et al. 2002]. 

7.2 Unspecified Representation of User Modeling Data  

As mentioned earlier, the ontology of HyperCuP is defined prior to the data object insertions and 

node creations. Thus, the data objects are described using a fixed set of ontology slots and fea-

tures. This implies different domains to be modeled a-priori by human experts and inherently re-

quires a central management of the ontology that cannot evolve and be modified over time. These 

characteristics of HyperCuP contradict the decentralized and highly dynamic characteristics of 

P2P networks, and appeal for a more flexible approach to the representation of the data objects in 

a fully distributed P2P environment. 

7.2.1. Data Management using UNSO 

UNSO (UNSpecified Ontology) [Ben-Asher and Berkovsky 2006] extends the ideas of semantic 

data management over a hypercube graph of data objects generated over the P2P middleware. The 

main contribution of UNSO is addressing and resolving the HyperCuP's dependence on a fixed, 

and a-priori defined ontology. Unlike HyperCuP, UNSO assumes that the ontology is not fully 

defined and parts of it can be incrementally specified by the users when inserting their data ob-

jects. Hence, the descriptions of data objects are modeled by a flexible unspecified list, where the 

term unspecified refers to the fact that the data objects are described by a list of features and their 

respective values: <feature1:value1, feature2:value2,…, featuren:valuen> . In this list, featurei cor-

responds to feature i mentioned in the list and valuei to the value of this feature. 

 

To cope with pure decentralized management of unspecified data objects, UNSO generalizes the 

HyperCuP's notion of ontology-based mapping. Since the unspecified description by list of fea-

turei:valuei pairs can grow incrementally when new features are introduced, two hashing func-

tions are used to map the descriptions of the data objects to the hypercube. The first function 

hash1 maps the feature name featurei to a dimension of the hypercube, while the second function 

hash2 maps the respective value valuei to a numeric coordinate value within that dimension.  
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For example, consider the following unspecified description of a demographic user modeling data 

object: <gender:female, age:20, residence:NY>. It is inserted by applying hash1(gender), 

hash1(age), and hash1(residence) to obtain the relevant dimensions of the hypercube and 

hash2(female), hash2(20) and hash2(NY) to determine the numeric coordinate values within these 

dimensions. In summary, the coordinate of this data object in the dimension hash1(gender) is 

hash2(female), in the dimension hash1(age) the coordinate is hash2(20), and in the dimension 

hash1(residence) it is hash2(NY). 

 

Since UNSO exploits a hashing mechanism for mapping of data objects to the underlying hyper-

cube, it is capable of managing descriptions whose features and values are not defined a-priori by 

the ontology. In addition, the hashing-based mapping mechanism of UNSO allows users to insert 

data objects without any predefined order of featurei:valuei pairs in the list, increasing even more 

the flexibility of the system. On the other hand, this flexibility introduces new data management 

problems, as different users may use different terms, e.g., synonyms, hyponyms, or hypernyms, to 

describe the same underlying semantic concept. This issue will be discussed at the end of this 

section. 

 

Analyzing the unspecified descriptions of various data objects, one can recognize that certain fea-

tures are not independent and appear only if another feature, or even a specific value, appears in 

the description of the data object. For example, consider a demographic UM feature children ex-

pressing the number of children of a user. Obviously, this feature should not be mentioned in the 

UMs of users, whose feature age has value 15 or lower. To handle such dependencies in a flexible 

manner, the data objects are organized within the hypercube in a hierarchical multi-layered struc-

ture, rather than using a flat representation. This organization converts the pure hypercube struc-

ture of HyperCuP to a hypercube-like structure, whose nodes recursively contain other hyper-

cubes. This structure is referred to in [Ben-Asher and Berkovsky 2006] as a multi-layered hyper-

cube (MLH). Figure 18 schematically illustrates the organization of the MLH. 
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Fig. 18. Multi-Layered Hypercube of UNSO 

 

For example, consider a 2-layered unspecified description of demographic UMs containing three 

ontological features in each layer: <gender, age, residence> + <children, occupation, salary>. For 

the sake of simplicity, let us assume that only two values are possible for each feature. This leads 

to an outer hypercube with up to 8 nodes, recursively containing inner hypercubes of up to 8 

nodes. In practice, when the UMs are inserted, only some nodes of the first layer <gender, age, 

residence> are expanded to 6-dimensional nodes. The generated MLH should be compared to a 

fixed size 64-node hypercube, had we used one list of 6 features for the descriptions of the data 

objects.  

 

If the number of featurei:valuei pairs in the unspecified description of a new data object is lower 

than the number of dimensions in the respective MLH, the description is automatically expanded 

to the maximal dimension of the MLH. When the description is expanded, the missing features 

are assigned an unknown value, denoted by Ø. For example, consider a UM <gender:female, 

age:20, residence:NY> + <children:2> inserted into the above mentioned 2-layered 6-

dimensional MLH. The description is expanded to <gender:female, age:20, residence:NY> + 

<children:2, occupation:Ø, salary:Ø>, and the expanded description is mapped to the MLH. 

Conversely, if a new data object introduces a feature that has not been mentioned in the descrip-

tions of the existing data objects, a new dimension is added to the lowest-level (most inner) hy-

percube of the MLH. Note that the new dimension is added only to the lowest-level hypercube, 

whose location reflects the other features mentioned in the description of an object that introduces 

a new feature, whereas the rest of the MLH is not affected. These expansions constitute the ad-

vantages of UNSO over HyperCuP, as the structure of the MLH is highly dynamic and reflects the 

features mentioned in the descriptions of the data objects.  

 

The differences between a fixed specified ontology and the Unspecified Ontology are summa-

rized in Figure 19. The upper part of Figure 19 shows the mapping of the data objects, described 
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according to a predefined ontology of HyperCuP to one of the underlying hypercube nodes. The 

ontology contains three features <f1, f2, f3> , whereas each feature has a predefined set of possible 

values, e.g., values v11, v12, …, v1n for a feature f1, values v21, v22, …, v2n for a feature f2, and v31, 

v32, …, v3n for a feature f3. The features are a-priori assigned to the dimensions of the hypercube, 

and the values of the features are assigned numeric coordinates within these dimensions. As such, 

a data object described by <f1:v1i, f2:v2j, f3:v3k>  is mapped to a location of the hypercube, sche-

matically denoted in Figure 19 by <v1i, v2j, v3k>. 

 

 

Fig. 19. Generalization of the Fixed Ontology of HyperCuP to UNSO 
 

Conversely, in UNSO (the bottom part of Figure 19) the featurei:valuei pairs in the description of 

a data object are partitioned to multiple layers, the number of pairs in the descriptions is unlim-

ited, their order within the layers is insignificant, and the set of possible features and values that 

can be mentioned in the description is unlimited. For example, consider an unspecified 3-layered 

description <f11:v11, f12:v12, f13:v13> + <f21:v21, f22:v22, f23:v23> + <f31:v31, f32:v32, f33:v33>. To map 

the description to one of the MLH nodes, the features are hashed to the dimensions of the relevant 

hypercube, and the values are hashed to the numeric coordinates within these dimensions. For 

example, consider the above 3-layered description mapped to a node denoted by X in Figure 199.  

 

Another inherent drawback of UNSO should be mentioned: different users may use different 

terms to describe the same underlying semantic concept in the unspecified descriptions of the data 

objects. To address the problem that the data objects may have different terms with the same se-

                                                           
9  For the sake of clarity, Figure 19 shows the inner hypercubes of the MLH as a separate hypercubes, 'hung' on the 

nodes of the outer hypercubes.  Despite this, we stress again that the structure of the hypercubes is recursive, where 
the outer hypercubes are constructed of the inner hypercubes. 
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mantic meaning, e.g., synonyms, hyponyms or hypernyms, the terms mentioned in featurei and 

valuei descriptions are standardized using WordNet [Fellbaum 1998]. In WordNet, English 

nouns, verbs, adjectives and adverbs are organized into synonym sets, each representing a single 

lexical concept. To eliminate possible ambiguity and improve the accuracy of the data manage-

ment, the terms mentioned in the descriptions of the data objects undergo a simple semantic stan-

dardization. This standardization substitutes the terms used in the unspecified description by their 

most frequent synonyms. For example, the terms residence, dwelling, and abode are substituted 

by their most frequent synonym residence. Hence, similar but not identical terms are replaced by 

a single representative term.  

 

We would like to stress the main advantages of UNSO over a HyperCuP. First, UNSO allows the 

data objects to be described in a flexible manner, not implying any central ontology. New types of 

features and values can be introduced: new features are reflected by new dimensions of the low-

level hypercubes, whereas new values are just mapped to their numeric values in the appropriate 

dimensions. Second, the hashing-based mapping mechanism of UNSO allows the order of fea-

tures and values in the descriptions of the data objects to be disregarded. Third, semantic stan-

dardization of the unspecified descriptions using WordNet facilitates enhanced data management 

capabilities. Finally, the MLH structure of the underlying P2P network allows flexible descrip-

tions of the data objects, expressing the dependencies between various features and values. As a 

result, the generated structure is denser than in a flat representation of HyperCuP (only realistic 

combinations of features and values are expressed), it is easier to maintain in a P2P environment, 

and it allows more efficient operations to be conducted.  

 

The negative effect of hashing in UNSO is losing the order relation among the values of the fea-

tures, since the hashing function mapping the values to the hypercube dimensions does not keep 

the order relation. Hence, for instance, two values 20 and 21 can be mapped to absolutely differ-

ent coordinates within the dimension of age and not reflect their proximity. Despite this, UNSO 

supports the notion of concept clustering, defined in [Schlosser et al. 2002]. This is explained by 

the observations that data objects, whose descriptions are identical with respect to a subset of 

mentioned features, are mapped to locations that have a common subset of identical coordinates. 

For example, consider two UMs of a demographic recommender system <gender:female, age:20, 

residence:NY> and <gender:female, age:21, residence:NY>. These UMs are mapped to relatively 
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close locations in the hypercube due to the fact that their values in the dimensions of gender and 

residence are identical, and they differ only in the dimension of age10. Moreover, also the UMs 

<gender:female, age:20, residence:NY> and <gender:female, age:20, children:2> will be located 

closer than two arbitrary UMs, as two out of three features in their descriptions overlap. 

7.2.2. User Modeling Data Representation and Storage 

This work adopts the unspecified description of data objects proposed by UNSO, and uses it as 

the user modeling data description language in recommender systems. Hence, we represent the 

UMs by dynamic lists of features and their respective values. Different application domains may 

exploit different features or values to describe a UM. For example, a movies recommender sys-

tem may store features describing the preferred genre and directors, whereas a restaurant system 

may store various gastronomic and environmental features. As such, neither the set of features 

specified when describing user modeling data, nor their values can be defined a-priori. Hence, the 

main advantage of UNSO is in facilitating management of heterogeneous representations of user 

modeling data and specific UMs described according to these representations.  

 

Consider a 3-dimensional MLH, whose dimensions represent demographic features {gender, age, 

residence}. The mapping of these features to the dimensions of the hypercube is shown in Figure 

20a. UMs of three users are stored by the system: user A is described by <gender:female, age:30, 

residence:NY>, user B by <gender:male, age:30, residence:NY>, and user C by <gender:male, 

age:20, residence:NY>. Let us assume that the user modeling data of user A is mapped to the top-

left node, of user B – to top right node, and of user C – to bottom-right node, as shown in Figure 

20b. Note that the UMs of users A and B differ in the value of the gender feature, while the UMs 

of users B and C differ in the value of the age feature. 

 

Fig. 20. Generation of an MLH 
 

                                                           
10 The clustering may be inaccurate due to the hashing collisions. The probability of such collisions decreases with the 

number of featurei:valuei pairs and the range of the hashing function. 
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Later, other UMs are inserted into the system and they introduce new features, i.e., features that 

were not mentioned in previously inserted UMs. For example, two new features children and oc-

cupation are introduced among 30 year-old female users, three new features salary, hobby, and 

car owned are introduced among the 30 year-old male users, and one new feature is a student is 

introduced among 20 year-old male users. This causes the nodes of the outer MLH to be split into 

inner hypercubes, such that node A is converted to a 2-dimensional hypercube reflecting the fea-

tures children and occupation, node B is converted to a 3-dimensional hypercube reflecting the 

features salary, hobby, and car owned, and node C is converted to a 1-dimensional hypercube 

reflecting the feature is a student. The resultant structure is shown in Figure 20c11.  

 

Note that the resultant MLH generated by UNSO reflects unspecified descriptions containing 9 

different features: 3 in the outer hypercube, and another 6 in various inner hypercubes. This 

should be compared to a flat 9-dimensional hypercube that would have been generated had we 

used HyperCuP. Note that further insertions of new features, not shown in this example, may 

cause the generated MLH to be expanded to a structure similar to the MLH shown in Figure 19. 

 

We would like to stress again the observation that when UNSO is exploited for the storage of user 

modeling data, it groups similar UMs, i.e., UMs differing in a small number of features, in close 

nodes. For example, in the above scenario of demographic UMs, users A and B, and users B and 

C, differ only in the value of one feature. As a result, their locations in the MLH differ only in 

coordinates within one dimension. However, the UMs of users A and C differ in values of two 

features and their locations differ in two dimensions. Hence, the distance in terms of network 

locations is greater than the distance between the UMs of users A and B, or B and C12. The above 

example shows that UNSO preserves the semantic similarity of the UMs. This statement will be 

clarified later, when we will introduce the UMs similarity metric and will use the mapping of the 

UMs to the coordinates of the MLH for retrieving the set of the most similar UMs.  

                                                           
11

 For the sake of simplicity, the figures illustrate binary hypercubes with two possible values in each dimension: 0 
and 1. Actually, the hypercubes are not binary and the range of values in each coordinate is defined a-priori. 

12 Note that the real distance between the UMs is calculated by comparing their features and values. Here we use a 
heuristic that real distance is correlated with the number of different coordinates. 
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7.3 User Modeling Data Similarity and Retrieval over UNSO 

Efficient and accurate retrieval of the most-similar UMs is one the tasks performed by various 

recommender systems, such as collaborative filtering [Herlocker et al. 1999], demographic filter-

ing [Krulwich 1997], and some hybrid recommender systems [Burke 2002]. One of the following 

two basic criteria for such retrieval are typically exploited: 

• Retrieve the whole set of UMs, whose similarity with the target UM is above a given threshold 

β – typically obtained by computing the similarity for every available UM and returning it if the 

similarity value is higher than β. 

• Retrieve a set of K UMs most-similar to the target UM – typically obtained by computing the 

similarity for every available UM, ranking the UMs according to their similarity values, and re-

turning the K highest UMs from the ranked list. 

 

In principle, both criteria are similar, as they are aimed at retrieving the most similar UMs to the 

UM of the target user through an exhaustive comparison of the target UM with the other UMs 

stored by the system. In fact, in many conditions these techniques are interchangeable; in certain 

conditions, however, one of the policies may be preferred over the other. For example, consider a 

system, where the number of potentially similar UMs is high. In this case, retrieving all the UMs, 

whose similarity is above a certain threshold, may find a large number of UMs, such that limiting 

the size of the set to K may be beneficial. Conversely, when the number of stored UMs is small, 

retrieval of K most similar UMs may find UMs that are not sufficiently similar to the target UM. 

In this case, retrieving all the UMs above a certain threshold may be preferred. 

7.3.1. Similarity Metrics 

The above mentioned retrieval policies require a similarity metric between the UMs to be defined 

explicitly [Bernstein et al. 2005]. In this work, the similarity of two UMs c1 and c2 is computed by 

(1–dist(c1,c2)), where dist(c1,c2) is their normalized distance metric between 0 and 1. When the 

UMs are represented as a list of featurei:valuei pairs, each feature is treated separately and the 

individual distances within the features are combined together. Hence, the distance between two 

UMs c1 and c2 is computed by: 

| |
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where F denotes the union of features specified in both UMs, i.e., the features that appear in at 

least one UM, wi denotes the normalized weight of the feature fi, and 
1 2( , )i idist c c  denotes the nor-

malized distance metric between c1 and c2 with respect to the values of the feature fi. 

 

To compute the local distance between two values of a feature, we consider the possible types of 

the values [Coyle et al. 2004]. For Boolean features with possible values of true or false, the dis-

tance is a trivial comparison between two values, giving 0 if the values are equal or otherwise 1. 

For symbolic or free-text values, the distance can be potentially computed either as a difference 

between the numeric representations of the values reflecting their relation, e.g., by setting CA=0, 

KS=0.5, and NY=1 for possible state values of the feature residence, or through exploiting a dis-

tance matrix assigning a distance value to each pair of values. Although such definition of dis-

tances can be performed manually by the domain experts, it is unclear whether it is applicable 

when both the features and their values are not defined a-priori. Hence, this work defines the dis-

tance metric for symbolic and free-text values similarly to the Boolean features: 

 

We would like to stress that the exact matching distance metric strongly depends on the underly-

ing semantic standardization mechanism. Since the terms used in the descriptions of the UMs are 

substituted by their most frequent synonyms, we assume that if similar but not identical terms are 

used, they are standardized and their distance metric is 0. However, if the standardization mecha-

nism is not capable of recognizing the similarity of the terms, their distance metric is 1 and they 

are treated as distinct. 

 

For numeric features, the distance between the values is computed as the absolute value of their 

difference, normalized by dividing it by the maximal possible difference R, i.e., the maximal 

range of values of the given feature:  

1 2
1 2
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Analyzing the available unspecified descriptions showed that the values of most of the features 

are either numeric, free-text, or Boolean. Thus, in this work we exploit only these three similarity 

metrics, and do not define metrics for more complex types of features and values, such as 

tree/graph nodes, enumerated values, and so forth, as suggested by [Coyle et al. 2004]. 

0     1
ic = 2

ic  

1      otherwise 1 2 1 2( , ) ( , )i i i i
Boolean Free Textdist c c dist c c−= =



 118 

 

Since an unspecified description of the UMs does not assume any a-priori defined ontology, even 

the UMs from the same application domain may be described using different sets of features. As a 

result, even after standardization, two UMs may differ in terms of the mentioned features. Hence, 

the similarity metric should be capable of computing similarity between two UMs with partially 

overlapping sets of features. For this, we define a pessimistic distance measure between the val-

ues of the features, according to which the distance is 1 if a feature appears in the description of 

only one UM: 

 

 

Consider the following example of similarity computation between two demographic UMs de-

scribed by: c1=<gender:male,  age:30, residence:USA, occupation:programmer, student:true> 

and c2=<gender:female,  age:20, residence:USA, children:2, student:true>. The overall set of 

features mentioned in these UMs is {gender, age, residence, children, occupation, student}, 

whereas the set of overlapping features for these UMs is {gender, age, residence, student}. Let us 

assume that the featured age and children are numeric, gender, residence and occupation are free-

text features, and student is a Boolean feature. Also, let us assume that the values of age vary 

from 0 to 120. Hence, the distance between the UMs c1 and c2 is computed as follows: 

2 2 2 2 2 2 1/2
1 2

30 20
( , ) [( 1) ( ) ( 0) ( 1) ( 1) ( 0) ]

120gender age residence children occupation studentdist c c w w w w w w
−= ⋅ + ⋅ + ⋅ + ⋅ + ⋅ + ⋅  

7.3.2. Similarity-Based Retrieval over UNSO 

In this work we propose exploiting the dynamic infrastructure of UNSO and grouping of similar 

UMs as an indexing approach to improving the efficiency of the retrieval of similar UMs. Intui-

tively, we base our retrieval on the assumption that similar UMs are grouped by UNSO, and 

therefore located in close vicinity. Hence, the retrieval of similar UMs is conducted as a localized 

search in the MLH starting from the node where the UM of the target user is located, and itera-

tively checking the logical neighbor nodes and comparing the UMs stored in these nodes with the 

target UM. Figure 21 presents the pseudo-code of the proposed algorithm for retrieval of UMs, 

whose similarity with the target UM is above a given threshold β. 

1 2( , )i idist c c  feature fi appears in both cases 

1        otherwise 1 2'( , )i idist c c =
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Fig. 21. Algorithm for Retrieving UMs with Similarity Metric above β 

 

Initially, the algorithm determines the location of the target UM, i.e., the TARGET-UM, using a 

hashing-based mapping mechanism for inserting the UMs into the hypercube (steps 1-2 of the 

pseudo-code) and initializes an empty set of retrieved UMs, referred to as RETRIEVED-UMs 

(step 3). Then the algorithm analyzes the candidate UMs TEST-UMs stored in the neighbor loca-

tions of the underlying P2P network by assessing the similarity between each TEST-UM and the 

TARGET-UM using the above distance metric (steps 4-7). The rationale is that similar UMs 

should be located in close vicinity and, therefore, to find similar UMs, we should check only a 

small portion of the available UMs. In other words, we exploit an implicit indexing and organiza-

tion of the UMs provided by UNSO. If the similarity value is higher than the given threshold β, 

the candidate TEST-UM is added to the RETRIEVED-UMs set of UMs with the required similar-

ity (steps 8-9). Finally, the whole set of appropriate UMs RETRIEVED-UMs is returned (step 10). 

 

Note that the retrieval process is conducted in UNSO-based MLH through a propagation of que-

ries and the respective answers from the target node to its neighbors and so on. Consider a target 

UM mapped to a location (x,y,z) that is connected to 6 immediate neighbors (x+1, y, z), (x-1, y, z), 

(x, y+1, z), (x, y-1, z), (x, y, z+1) and (x, y, z-1). Consider a search at the neighbor nodes over the 

first dimension, i.e., at locations (x+1, y, z) and (x-1, y, z). When these nodes receive the similar-

ity computation request, the similarity of the UMs stored there is computed and the request is 

propagated to the next logical neighbors along the relevant dimension, i.e., to nodes (x+2, y, z) 

and (x-2, y, z). The same propagation occurs also in the other dimensions of the hypercube. Thus, 

the retrieval process can be described as a propagating expanding search, where the similarity 

computations of the UMs and the communication activities required by the retrieval are parallel-

ized. Consider again the above example of the target node mapped to a location (x, y, z). When 6 

 Retrieve (TARGET-UM, β) 
 

(1)  map TARGET-UM to the hypercube of dimension n  
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(10) return RETRIEVED-UMs 
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immediate logical neighbor nodes receive the similarity computation request, all 6 computations 

can be conducted in parallel by the respective users. This allows additional optimization of the 

retrieval process. 

 

For example, consider the target UM ct=<gender:male,  age:30, residence:USA> stored in a 3-

dimensional hypercube. Assume that ct is mapped to a location (5, 6, 7) in the hypercube. The 

retrieval compares ct with the candidate UMs in the locations (*, 6, 7), (5, *, 7), and (5, 6, *), 

where *  denotes any possible value in the respective dimension. To accomplish the search for all 

the UMs stored in (*, 6, 7), a node (5, 6, 7) storing the target UM queries its immediate logical 

neighbors, i.e., sends the description of ct to nodes (4, 6, 7) and (6, 6, 7). Upon receiving this 

query, these nodes autonomously perform three operations: (i) forward the description of the tar-

get UM ct to their next logical neighbors, i.e., nodes (3, 6, 7) and (7, 6, 7), (ii) compute the simi-

larity between the target UM ct and the UMs stored in their nodes, and (iii) back propagate the 

similarity value to the location of ct over the same route by which the query was received. As a 

result, the propagated similarity computation both parallelizes the retrieval of most similar UMs 

and distributes the required computational overhead among the MLH nodes, i.e., among the users 

managing these nodes. 

 

The retrieval of top-K most similar UMs is performed in a similar manner, except a change that 

the length of the set of RETRIEVED-UMs is limited to K. Since at any given point of time 

RETRIEVED-UMs stores K best candidates for being the most similar UMs, the UMs stored in 

the RETRIEVED-UMs set are sorted according to their similarity values with the TARGET-UM. 

For this, every TEST-UM is inserted into the RETRIEVED-UMs in a way that keeps the whole set 

sorted. Figure 22 presents the pseudo-code of the algorithm for retrieval of K most similar UMs. 

 

Fig. 22. Algorithm for Retrieving K most Similar UMs 

 Retrieve (TARGET-UM, K) 
 

(1)  map TARGET-UM to the hypercube of dimension n  
(2)  assume the location of TARGET-UM is ( c
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(3)  let RETRIEVED-UMs be a set of size K, initially empty 
(4)  for each dimension i  from 1 to n 
(5)    for each x  in the range of values for coordinate i  
(6)      let CURRENT be the set of UMs stored in  
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(7)    for each TEST-UM∈CURRENT 
(8)      compute similarity ( TARGET-UM, TEST-UM) 
(9)        insert TEST-UM into RETRIEVED-UMs s.t. RETRIEVED-UMs   

       is sorted according to the similarities of t he UMs 
(10) return RETRIEVED-UMs 
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Let us denote by ∆ the maximal number of coordinates in the location of the candidate UM, 

whose values are modified with respect to the target UM13. The above algorithms in Figures 21 

and 22 retrieve an approximated set of the most similar UMs, where the value of up to ∆=1 coor-

dinate is allowed to be modified. As can be seen from the pseudo-code, the loop in line (4) itera-

tively scans the dimensions one by one, whereas the loop in the line (5) modifies the values 

within the given dimension and retrieves the UMs. Intuitively, the decision to limit the retrieval to 

∆=1 modified coordinates is motivated by the observation that a higher number of modified co-

ordinates is typically reflected in a lower similarity of UMs14. Thus, the probability of discovering 

highly similar UMs decreases with the number of modified coordinates. 

 

However, in certain conditions the retrieval with ∆=1 modified coordinates may not be sufficient. 

For example, consider retrieval with a low threshold β, or retrieval aimed at retrieving a large 

number K of similar UMs. In this case, the retrieval with ∆=1 modified coordinates may not find 

a sufficient number of UMs. Moreover, in a system with a small number of stored UMs and a 

large number of dimensions, such retrieval misses many UMs that would be retrieved by the tra-

ditional exhaustive retrieval. Hence, in these conditions there is a need for a deeper retrieval, 

where the values of ∆>1 coordinates are allowed to be modified. In order to adapt the algorithm, 

the loop in the line (4) of the above pseudo-code should be replaced by a nested loop, which al-

lows the values of multiple coordinates to be modified in parallel, and, therefore, retrieves UMs 

with a higher number of modified coordinates. 

 

For the sake of simplicity, the above algorithms describe the retrieval of similar UMs over a flat 

hypercube and not over the MLH. However, converting the algorithms to the MLH will have only 

a minor impact. The only change that should be stressed is that over the MLH, the search for the 

modified values within certain coordinates partially takes place in other inner hypercubes. For 

example, in a 2-layered 3-dimensional MLH, whose dimensions correspond to features {feature1, 

feature2, feature3}+{ feature4, feature5, feature6}, searches for the modified values within the co-

ordinates of feature4, feature5, and feature6 are handled in the inner hypercube, corresponding to 

the values of feature1, feature2, and feature3 in the target UM. Conversely, searches for the modi-

                                                           
13 Note that the actual number of different feature values may be higher than ∆ due to the hashing collisions occurring 

when the UMs are inserted into the MLH. In other words, two UMs having the same coordinate values in a certain 
dimension may have different values of the feature in that dimension.  
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fied values within the coordinates of feature1, feature2, and feature3 require accessing UMs stored 

in the inner hypercubes, corresponding to other nodes of the outer hypercube, i.e., sibling inner 

hypercubes. 

 

For a system storing N UMs, the number of UM comparisons in the exhaustive retrieval is O(N). 

Intuitively, the complexity of UNSO-based retrieval is lower, as the target UM is compared with a 

subset of the stored UMs. The complexity of UNSO-based retrieval for ∆=1 is O(nk), where n is 

the number of dimensions in the MLH storing the target UM, and k is the range of coordinates 

within these dimensions (assuming that it is similar in all the dimensions of the MLH). Hence, for 

n=10 Boolean coordinates, UNSO-based retrieval with ∆=1 conducts 10x2=20 comparisons, 

which is much lower than the potential maximal cardinality of 210=1024. It is important to note 

that in practice a much smaller number of UM comparisons will be performed. Due to the sparsity 

of the data, not all the possible UMs differing only in ∆=1 coordinate with respect to the target 

UM are actually present in the MLH. Hence, the proposed algorithm compares the target UM 

with only those UMs that are actually stored in the nodes having up to ∆=1 coordinates different. 

In the general case of n features mentioned in the unspecified description of the target UM, ∆ fea-

tures whose values are allowed to be modified, and k possible values for each one of the features, 

the number of UMs that are compared is: 

!
( ) ( )

!( )!
n n

O k C O k
n

∆ ∆
∆ =

∆ − ∆
 

In any case, the number of similarity comparisons that are actually performed in UNSO-based 

retrieval is bounded by the number of comparisons in the exhaustive retrieval, and this occurs 

when ∆ is equal to the dimension n. 

 

In summary, UNSO facilitates maintenance of the stored UM in a distributed hypercube-like 

graph with a stable connected structure. Grouping of similar UMs in UNSO facilitates retrieval of 

similar UMs through a simple expanding search. The proposed algorithm allows efficient and 

accurate retrieval of similar UMs, while spreading the required computational effort among the 

users. In the next section we present and analyze the empirical evaluation of the proposed re-

trieval algorithm.  

                                                                                                                                                                                            
14 The similarity values depend only on the values of the features used for the similarity computation. However, a 

high number of modified coordinate values typically indicates also on a lower similarity of the UMs. 
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7.4 Experimental Evaluation 

Storage of user modeling data in the state-of-the-art recommender systems is typically based ei-

ther on ontology-based representation [Heckmann et al. 2005] or on a representation dictated by 

the needs of the system, such as application domain and recommendation technique. Hence, the 

representation and the terminology of the user modeling data are homogeneous and the proposed 

UNSO approach is not required. Hence, for the experimental evaluation of the proposed algo-

rithm, we used a set of real-life E-Commerce advertisements. These advertisements can be con-

sidered as ephemeral content-based search UMs, as they represent the needs of the users for a 

single search session. Since the advertisements were inserted by different users and were de-

scribed in different ways, they mimicked the heterogeneously represented UMs. With respect to 

the above representation of UMs, the similarity-based search can be considered as a matching 

functionality provided by the system, i.e., search for other users that offer the requested items.  

 

To validate the proposed UM representation and retrieval algorithm, we collected 5 corpora of 

such content-based UMs from the domains of refrigerators, cameras, televisions, printers and 

mobile phones (in short, mobiles). They were downloaded from http://www.recycler.com Web-

site and manually converted to the form of an unspecified list. For example, an advertisement 

“Philips 50FD995 50" plasma television, new in box, $4800” was converted to the unspecified 

description <price:4800, manufacturer:Philips, model:50FD995, screen:plasma, size:50, condi-

tion:new, in package:true>. The conversions were performed so that the results would be as close 

as possible to the original contents of the advertisements and the respective UMs.  

 

Table 10 presents various statistical properties of the corpora and features that appeared in the 

corpora. These properties include: the total number of UMs in a corpus ('UMs' column in Table 

10), the number of unique features from every type that appeared in a corpus ('features' column, 

and its subcolumns 'Boolean', 'Numeric', 'Free-Text FT', and 'total'), the number of occurrences of 

various featurei:valuei pairs for every feature type in a corpus ('Number of pairs' column, and its 

subcolumns 'Boolean', 'Numeric', 'Free-Text FT', and 'total'), and  the percentage of the fea-

turei:valuei pairs from every type in a corpus ('% of pairs' column, and its subcolumns 'Boolean', 

'Numeric,' 'Free-Text FT', and 'total'). The number of pairs is an important indicator of the corpus 

incompleteness. For example, if every UM in the corpus of refrigerators was described by all the 
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available features, then the corpus should contain in total 61*2+61*4+61*4=610 featurei:valuei 

pairs. However, the corpus contains only 254 pairs.  

Table 10. Distribution of Features in the Corpora. 

Corpus UMs Features Number of pairs % of pairs 
  Bool. Num. FT total Bool. Num. FT total Bool. Num. FT 

refrigerators 61 2 4 4 10 22 117 115 254 8.6 46.1 45.3 
cameras 65 2 5 6 13 5 123 132 260 1.9 47.3 50.8 
televisions 76 1 3 7 11 3 148 135 286 1.0 51.8 47.2 
printers 94 5 2 4 11 48 100 293 441 10.9 22.7 66.4 
mobiles 130 3 1 5 9 70 130 383 583 12.0 22.3 65.7 

 

We analyzed statistical properties of the features in the corpora. Table 11 summarizes the types 

and the names of the features in each corpus, the number of their occurrences in the UMs from 

the given corpus (denoted in Table 11 by of), the number of different values for each feature (de-

noted in Table 11 by vf), and the total number of occurrences and values for the features from 

every type in every corpus (the total row in Table 11).  

 
 

Table 11. Distribution of Features and Values from Different Types in the Corpora. 

Corpus refrigerators cameras televisions printers mobiles 
 namef of vf namef of vf namef of vf namef of vf namef of vf 

delivery 6 2 package 3 2 package 3 2 cable 5 2 charger 51 2 
ice-maker 16 2 video 2 2    ink 19 2 manual 14 2 

         manual 6 2 SIM 5 2 
         software 7 2    
         toner 11 2    

Boolean 

total 22 2 total 5 2 total 3 2 total 48 2 total 70 2 
age 11 6 memory 8 4 price 76 51 age 6 2 price 130 45 

price 61 28 price 65 37 size 70 20 price 94 38    
size 38 25 resolution 12 7 year 2 2       

warranty 7 2 warranty 2 2          
   zoom 36 12          

Numeric 

total 117 61 total 123 62 total 148 73 total 100 40 total 130 45 
color 23 8 body 4 4 color 5 4 condition 62 14 case 17 4 

condition 39 9 condition 28 10 condition 42 11 manufact. 91 13 condition 75 13 
manufact. 50 15 flash 6 4 manufact. 68 21 model 85 79 manufact. 129 16 

model 3 3 focus 6 2 material 11 1 type 55 4 model 121 63 
   manufact. 63 22 model 5 5    network 41 3 
   type 25 5 ratio 3 2       
      type 1 1       

Free- 
Text 

total 115 35 total 132 47 total 135 45 total 293 110 total 383 99 
 

An UNSO-based model for storage and retrieval of UMs was implemented using in Java. In the 

implemented prototype, every corpus was assigned a separate MLH. Version 2.0 of WordNet was 
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used to standardize the terms in the unspecified features and values. The number of dimensions in 

the MLHs was not limited, i.e., it was equal to the number of different features mentioned in the 

UMs, as shown in Table 10. The cardinality of the MLH dimensions, i.e., the range of coordinate 

values in each dimension, referred to as card, was set to 7.  

 

There is a tradeoff between the values of card and the performance of the system. On the one 

hand, low values of card increase probability of hashing collisions, where two different values of 

the same feature are mapped to the same numeric coordinate in a certain MLH dimension. As a 

result, retrieval capabilities of the system are hampered, since the system may retrieve UMs that 

are located in close locations due to the hashing collisions, whereas their contents are actually 

different. In addition, low values of card may impair the distribution of UMs among the MLH 

nodes and lead to high computational overheads, as the number of comparisons in every node 

increases. On the other hand, high values of card may generate large and sparse MLHs, which are 

hard to maintain in a pure decentralized P2P environment. The value of 7 was chosen for the pur-

poses of keeping the size of the MLHs reasonably small, while allowing the system to demon-

strate reasonable performance capabilities (a conclusions of [Ben-Asher and Berkovsky 2006]).  

7.4.1. Grouping of Similar User Models  

One of the basic properties of UNSO-based MLH is the property of grouping, i.e., the fact that 

similar UMs are mapped by UNSO to close locations. This experiment was aimed at validating 

this property for the 5 corpora of UMs. As no explicit distance metric for the locations of UMs 

was defined, we assess distances between a pair of UMs in UNSO by the number of modified 

coordinates in their locations.  

 

In every execution of the experiment, one of the UMs was selected to be the target UM. For each 

one of the other UMs, the number of modified coordinates ∆ with respect to the target UM and 

the similarity of the UMs were computed. The experiment was repeated for each UM in the cor-

pora acting as the target UM. The overall similarity of UMs for a given number of modified coor-

dinates ∆ was computed as the average similarity of UMs over the different executions and target 

UMs. Figures 23 and 24 show, respectively, the average similarity of UMs and the percentage of 

UMs located at a certain number of modified coordinates ∆ for the above five corpora. The fig-

ures shows percentage of UMs and average similarity for ∆ ranging from ∆=1 to ∆=9. 
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Fig. 23. Average Similarity of UMs for Various Values of ∆.  
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Fig. 24. Percentage of UMs for Various Values of ∆.  

 

Figure 23 shows that the average similarity of UMs monotonically decreases with the number of 

modified coordinates ∆. This validates our basic assumption regarding the grouping of similar 

UMs in UNSO-based MLH, as the average similarity of UMs with a small number of modified 

coordinates is higher than the average similarity of UMs with a large number of modified coordi-

nates. Although there is a certain difference between the similarity values in various corpora (the 

reasons will be discussed later), the general observation regarding the monotonic decrease of the 

average similarity of UMs is valid for all the corpora and for all the values of ∆. 

 

Despite this, we should note that this observation is intuitive, since the similarity of UMs depends 

not only on the number of the modified coordinates ∆, but also on the specific features and values 

in the UMs. For example, consider two pairs of UMs: c1=<age:30, residence:NY> and 

c2=<age:30, residence:CA>, and c3=<age:30, children:2> and c4=<age:31, children:3>. Assum-

ing that there are no hashing collisions in the mapping of UMs to the MLH, the number of modi-

fied coordinates between c1 and c2 is ∆=1, while between c3 and c4 it is ∆=2. However, comput-

ing the similarity of UMs shows that the similarity of c1 and c2 is lower than the similarity of c3 
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and c4. This is explained by the different types of  feature in the UMs, as the modified feature 

between c1 and c2 is a Free-Text feature, while between c3 and c4 they are Numeric. Thus, the 

value of ∆ is only an intuitive indicator regarding the similarity of UMs. 

 

As can be seen in Figure 24, the percentage of UMs located at a certain number of modified coor-

dinates ∆ shows a bell-curve behavior in all the corpora. For a low value of ∆, the percentage of 

UMs is low. Then, the percentage of UMs increases with ∆ and finally it decreases, as the per-

centage of UMs with a high number of modified coordinates ∆ is low. Note that there is a differ-

ence between the percentages of UMs for a certain ∆ in the corpora, as the bell curve of the tele-

visions corpora is shifted towards the low values of ∆ in comparison to the other corpora. For 

example, for ∆=1, ∆=2, and ∆=3 the percentage of UMs in the televisions corpus is significantly 

higher than in the other corpora. Conversely, for higher values of ∆, it is lower than in the other 

corpora. This means that the percentage of UMs with a lower number of modified coordinates in 

the televisions corpus is higher that in the other corpora, i.e., television UMs are grouped better 

and generate a denser structure than the other corpora. The reasons for this behavior will be ex-

plained later through an analysis of various statistical properties of the UMs in the corpora. This 

characteristic of the television UMs will affect the performance of the proposed retrieval method 

as will be discussed later. 

7.4.2. Retrieval Capabilities  

This experiment was designed to evaluate the accuracy of the proposed UNSO-based retrieval. In 

each execution, one UM was selected to be the target UM, and the retrieval was conducted in two 

ways. First, we retrieved the true set Re of the most similar UMs using a traditional exhaustive 

retrieval of UMs, whose similarity was above a given threshold β. Second, we retrieved the ap-

proximated set of the most similar UMs Ru using the proposed UNSO-based retrieval algorithm. 

Finally, two retrieved sets Re and Ru were compared. This process was repeated for each possible 

target UM for a number of times equal to the number of UMs in the corpus. 

7.4.2.1   Recall Experiments 

The accuracy of the proposed algorithm was evaluated using the recall metric, adapted from In-

formation Retrieval [Salton and McGill 1983]. Recall is computed as the proportion of the rele-
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vant documents retrieved by a system as a result of a search query out of all the documents known 

to be relevant to the query. In other words, the recall was computed by dividing the cardinality of 

the UM set retrieved using UNSO-based retrieval by the cardinality of the set retrieved by the 

exhaustive retrieval. As Re is the real set of UMs with the required similarity, this metrics is de-

noted as the recall of the retrieval. 

e

| |

| |
uR

recall
R

=  

 

Note that UNSO-based retrieval scans only the UMs stored in close vicinity to the target UM. 

Thus, the set Ru retrieved by UNSO-based retrieval may be only a subset of the set of the most 

similar UMs Re retrieved by the traditional exhaustive retrieval. This can be explained by the ob-

servation that in UNSO-based retrieval some UMs may be missed if they differ from the target 

UM in a number of coordinates greater than ∆, i.e., when mapped into the MLH, the UMs were 

stored in the nodes having more that ∆ different coordinates from the node of the target UM. As a 

result, the recall values are lower than or equal to 1. 

 

The experiment was repeated for a number of times equal to the number of UMs in the corpora 

and the overall recall values were computed by averaging the recall values obtained for every tar-

get UM. Figure 25 shows the values of the recall as a function of the similarity threshold β (the 

higher it is, the better is the required similarity) and the maximal allowed numbers of modified 

coordinates ∆ for different corpora. The horizontal axis represents the values of the similarity 

threshold β, while the vertical axis represents the level of recall. For each corpus we plot five 

graphs, for ∆=1, 2, 3, 4, and 5. 

 

It can be seen that the recall of the retrieval is correlated with the number of allowed modified 

coordinates ∆. For low values of ∆, the number of UMs considered by UNSO-based retrieval (i.e., 

UMs differing in at most ∆ coordinates from the target UM) is low, and since |Re| is constant, the 

recall values are low. Increasing ∆ expands the search space, the search compares the target UM 

with more UMs, Ru grows, and consequently the results of UNSO-based approximated retrieval 

get closer to the results of the exhaustive retrieval. As a result, the recall increases for higher val-

ues of ∆ and it converges faster to the maximal value of 1, i.e., the optimal recall is obtained for 

lower values of β. This observation is true for all the corpora. 
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Fig. 25. Recall of the Retrieval vs. the Similarity Threshold β for Various Values of ∆.  

 

For a low similarity threshold β and especially for low values of ∆, the recall values in most cor-

pora are low. This is explained by the observation that the UMs, whose similarity with the target 

UM is low, may be located not only in close vicinity of the target UM, but also in farther loca-

tions and may have many different coordinates. As a result, the approximated UNSO-based re-

trieval may miss them, whereas the traditional exhaustive retrieval discovers them. Thus, for low 

values of β the recall is relatively low and UNSO-based retrieval is not appropriate. However, this 

issue is of a minor importance in real-life systems, where the retrieval is aimed at finding only the 

UMs with a high similarity to the target UM.  
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When β increases, which is the most important situation for similarity-based retrieval, the UMs 

with a low similarity are filtered out by the exhaustive retrieval, and since the set of UMs consid-

ered by UNSO-based retrieval does not change (it is always a set of UMs having up to ∆ coordi-

nates different from the target UM), the overall recall increases. Thus, for high values of β, both 

the retrieved sets are very close and the recall converges to 1. This means that for high β, the set 

of UMs retrieved by UNSO-based approach is almost identical to the set of UMs retrieved by the 

traditional exhaustive approach, whereas the required computational effort is smaller. 

 

Note that the precision of the retrieval is always 1. Precision is computed as the proportion of the 

relevant documents retrieved by a system as a result of a search query from known corpora out of 

the all documents retrieved by a system as a result of a search query. Since all the UMs retrieved 

by UNSO-based approximated retrieval are above the given similarity threshold β, the precision 

of the retrieval always reaches its maximal value of 1. 

 

Although the recall increases with β and converges to 1 faster with the increase in ∆, there is 

some difference between the behaviors of recall in different corpora. The major difference can be 

observed at the low levels of the threshold β, as for high levels of β the recall is close to 1 in most 

corpora. For the low values of β, the proposed approximated retrieval considers only a small por-

tion of potentially similar UMs. Hence, many potentially similar UMs are missed by the retrieval 

and the recall is low. In this order of magnitude for β, the recall values vary significantly across 

different corpora. To compare them and draw meaningful conclusions, we plot in Figure 26 the 

recall curves for different corpora as a function of β for a fixed value of ∆=3. 
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Fig. 26. Recall in the Corpora vs. Similarity Threshold β for ∆=3 
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As can be seen from Figure 26, the behavior of recall in all the corpora is similar, as the recall 

values increase with β. Comparison of the recall curves for different corpora shows that there are 

3 groups of corpora. The first group includes the corpus of televisions, which demonstrates the 

best recall and outperforms the other corpora. The second group includes the corpora of refrigera-

tors and cameras, which demonstrate moderate recall values. Finally, the corpora of printers and 

mobile phones belong to the third group and demonstrate the lowest recall values. To understand 

the differences in the recall behavior, we will present later an elaborate analysis of the statistics of 

features and values within the corpora, which were shown in the Tables 10 and 11. 

7.4.2.2   Precision Experiments 

In addition to the recall experiments, we also conducted experiments evaluating the precision of 

UNSO-based retrieval15. Since measuring the precision implies limiting the set of retrieved UMs, 

this experiment was conducted using the K most similar UMs variant of the retrieval.  Let us de-

note by Re the set of K UMs retrieved by the exhaustive retrieval, and by Ru the set of K UMs re-

trieved using UNSO. Given the local nature of UNSO-based retrieval, the two sets are not identi-

cal. As a result, UNSO may retrieve K most similar UMs that include only part of the real most 

similar K UMs found by the exhaustive search. Thus, the precision metric in this case is defined 

as the relative part of the real K most similar UMs retrieved by UNSO-based retrieval: 

| | | |

| |
u e u e

u

R R R R
precision

R K

∩ ∩= =  

 

In each execution of the experiment, a single target UM was chosen. The overall precision values 

were computed as an average of the precision values for each target UM, where the number of 

executions was equal to the size of the corpus. In this experiment we conducted K most similar 

UMs retrieval, i.e., we retrieved K UMs, whose similarity to the target UMs was highest and 

|Ru|=K . Figure 27 shows the values of the precision for the above corpora as a function of K, for 

different numbers of the maximal allowed modified coordinates ∆. The horizontal axis stands for 

K, the number of the most similar UMs to retrieve, while the vertical stands for the precision val-

ues. For each corpus we plot five graphs for ∆=1, 2, 3, 4, and 5. 

 

                                                           
15 In fact, this metric is not a classical precision, but Precision@K [Salton and McGill 1983], as the retrieval is lim-

ited to K most similar UMs. For the sake of clarity, this metric is referred to as precision. 
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Similarly to the threshold retrieval, the precision of the retrieval is correlated with the number of 

modified coordinates ∆. For low ∆, the number of UMs considered by UNSO-based retrieval is 

low (note the percentage columns for low ∆ in Figure 24). In many cases this number may be 

lower than the number of UMs to retrieve and high values of precision cannot be achieved, re-

gardless of the similarity of UMs. Increasing the number of the number of modified coordinates ∆ 

expands the search space and increases the number of UMs that are considered. Thus, for higher 

values of ∆ the precision is higher and close to the optimal precision value of 1 for lower values 

of K (i.e., retrieval of highly similar UMs). This observation is true for all the corpora. 
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Fig. 27. Precision of the Retrieval vs. the Number of Retrieved UMs K for Various ∆.  
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The behavior of the precision for all the corpora is similar. For low values of K, i.e., retrieval of 

highly similar UMs, the precision is high and the sets of UNSO-based retrieved UMs and the real 

set of K most-similar UMs found by the exhaustive retrieval are similar. The precision decreases 

for higher values of K and lower threshold of similarity. This is explained by the observation that 

the set of UMs considered by UNSO-based retrieval for a certain value of ∆ is fixed, and the simi-

larity of the UMs in this set may not be sufficient for a large value of K. Thus, increasing the 

number of most similar UMs to retrieve causes the algorithm to retrieve less similar UMs, and the 

precision of the retrieval is hampered. It should be noted that practical systems typically retrieve a 

small number of highly similar UMs. Hence, the accuracy of the proposed retrieval should be 

evaluated at these values of K, where the precision of the retrieval is high.  

 

To compare the precision of UNSO-based retrieval in different corpora, we plot in Figure 28 all 

the available precision curves as a function of a number of retrieved UMs K for a fixed value of 

∆=3. The behavior of the curves is similar, as the precision values decrease with K. Similarly to 

the recall, also the precision allows partitioning the corpora into 3 groups. The refrigerators cor-

pus belongs to the group, where the precision is highest. It outperforms the group of refrigerators 

and cameras corpora, whose precision is similar. The worst precision is demonstrated by the 

group of printers and mobile phones corpora, whose precision values are almost identical. In the 

following subsection we analyze various statistical properties of the UMs in the corpora for the 

purpose of understanding the differences between the corpora in terms of precision and recall. 
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Fig. 28. Precision in Various Corpora vs. Number of UMs to Retrieve K for ∆=3 
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7.4.2.3   Analysis 

First, we would like to stress the reason for recall and precision not reaching their optimal value 

of 1 for low values of β and high values of K, i.e., retrieval of not only highly similar UMs. Given 

a corpus C and the target UM, the exhaustive retrieval algorithm compares it with all the UMs in 

the corpus, i.e., with |C| UMs. Alternatively, the approximated UNSO-based retrieval compares it 

with the UMs having up to ∆ different coordinates only. As a result, the number of UMs consid-

ered by UNSO-based retrieval, denoted by |CU| is smaller than |C|. The lower is the ratio |CU|/|C|, 

the higher is the probability that recall and precision will not reach their optimal values of 1.  

 

Practically, this may happen for two reasons: (1) not enough UMs are considered, i.e., |CU| is 

smaller than the number of UMs with the similarity above the required threshold β, or |CU| is 

smaller than K, the number of the most similar UMs to be retrieved, and (2) the considered UMs 

are not sufficiently similar, i.e., among the considered UMs there are not enough UMs with the 

required similarity, or the considered UMs are not similar to the extent that will allow them to be 

included in the real set of K most similar UMs. Thus, low retrieval performance is expected when 

the number of UMs that should be retrieved is high, i.e., either for a high value of K or for a low 

similarity threshold β. On the contrary, the proposed UNSO-based retrieval algorithm is expected 

to be accurate and highly effective for retrieving a small number of highly similar UMs, since the 

similar UMs are typically located in the locations having a small number of different coordinates 

∆, and they will be found and considered by the proposed retrieval algorithm. 

 

Although both the values of recall and precision are high for retrieving only a small set of highly 

similar UMs, a certain difference between the behaviors of the proposed algorithm in different 

corpora can be observed. To understand it better, we analyzed the correlation between various 

statistical properties of the data in the corpora and the performance of the approximated retrieval 

algorithm. We identified two factors that may affect the retrieval capabilities, both in terms of 

recall and precision. These factors reflect the distribution of the unspecified pairs and specific 

values in the corpora: 
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• Average number of featurei:valuei pairs in an UM, further denoted by pairsUM. This number is 

computed by dividing the total number of pairs that appear in the UMs of a given corpus by 

the number of UMs in this corpus. Since the approximated retrieval of UMs is conducted 

through modifying the values of up to ∆ coordinates, a low value of pairsUM in a corpus al-

lows the search to discover and consider more potentially similar UMs. In fact, if a corpus has 

a low value of pairsUM, then two arbitrary UMs are described, on average, by a small number 

of different pairs. Hence, it is more likely that modifying a small number of coordinates in one 

UM will allow the proposed retrieval algorithm to discover the other UM. As more UMs are 

discovered by the retrieval, more candidates for being one of the similar UMs are considered 

and compared, and the retrieval capabilities are improved. Alternatively, in a corpus with a 

high value of pairsUM, for a given number of maximal modified coordinates ∆, a smaller 

number of UMs having ∆ coordinates different from the target UM is discovered, and the re-

trieval capabilities are hampered. As a result, retrieval capabilities of the proposed UNSO-

based retrieval improve with the decrease of pairsUM. 

• Variability of values within the features in a corpus, which intuitively indicates how different 

two values of a given feature are expected to be. The computation of the variability should be 

treated separately for different types of features, as it highly depends on the similarity metric 

being exploited. For example, for Boolean and Free-Text features, where the similarity is 

computed through the exact matching check, the variability varFT is correlated with the num-

ber of possible values of a feature. Conversely, in the Numeric features, where the similarity 

is computed by dividing the difference between two values of a feature by the maximal dis-

tance within this features, the variability varNum is correlated with the variance of values of a 

feature. When the variability of a feature is low, retrieval with a fixed number of coordinates 

that are allowed to be modified considers a larger number of UMs. Since the set of UMs re-

trieved by the exhaustive search remains unchanged, both the precision and the recall im-

prove. Alternatively, when the variability is high, feature values are distributed across the re-

spective dimension, the organization of UMs is sparse, and the retrieval capabilities are ham-

pered. 

 

In order to show the correlation between the statistical properties of the data and the retrieval ca-

pabilities, we computed the values of pairsUM, and variability for the Free-Text and Numeric fea-
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tures16. varFT of a corpus was computed as a weighted average of the numbers of possible values 

of all the features that appear in a corpus. varNum was computed as a weighted average of the nu-

meric variability, i.e., standard deviation of the corpus features divided by their maximal differ-

ence. Table 12 shows the values of pairsUM, varFT and varNum in the different corpora.  
 

Table 12. Statistical Properties of Data in the Corpora. 

corpus refrigerators cameras televisions printers mobiles 
pairsUM 4.164 4.000 3.763 4.692 4.485 
varFT 8.750 8.250 6.429 27.500 24.750 

varNum 0.262 0.262 0.235 0.292 0.308 
 

We have computed the correlation between these indicators and the recall of the proposed UNSO-

based retrieval. The average recall, computed as the average of the recall for various values of β, 

is strongly negatively correlated with these three indicators. For example, for ∆=3 the average 

recall has a correlation of -0.882 with pairsUM (significance p=0.024), of -0.765 with varFT 

(p=0.066), and of -0.944 with varNum (p=0.008). Note that 2 out of 3 correlation values are statis-

tically significant, as significance is p<0.05. It should be highlighted that similar correlations can 

also be observed with the recall of the proposed algorithm for other values of ∆. 

 

It can be seen that both pairsUM and variability of the televisions corpora is the lowest, while the 

precision and the recall in this corpus are the highest. The next is a group of the refrigerators and 

the cameras corpora, where pairsUM and variability are higher and the retrieval capabilities are 

worse. Finally, pairsUM and variability for the group of the printers and mobile phones corpora are 

significantly higher. Accordingly, their precision and recall are the lowest. These correlations 

between various characteristics of the data in the corpora and the values of the recall and preci-

sion explain the differences in the retrieval capabilities of the proposed algorithm. To understand 

fully the differences in the performance of the proposed retrieval across different corpora, the 

distribution of the feature types in the corpora, shown by Table 10 should be also considered.  

 

It also worth noting that when applying the proposed retrieval, one must tune the number of al-

lowed modified coordinates ∆  to the average number of pairs in a corpus. For example, consider 

the approximated K-best retrieval and assume that we are interested in a precision greater than 0.8 

for retrieving K=5 most similar UMs. Figure 25 shows that for the televisions corpus with a low 

value of pairsUM, a search with ∆=2 modified coordinates will be sufficient. However, for refrig-

                                                           
16 The variability of the Boolean features was not computed here, as they have only two values: true and false. 
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erators and cameras, having larger values of pairsUM, we need to search with ∆=3 different coor-

dinates. Finally, for the printers and mobile phones corpora with even higher value of pairsUM, a 

deeper search with ∆=4 modified features is required to obtain a similar accuracy.  

7.4.3. Computational Optimization 

The main goal of the UNSO-based retrieval was to decrease the number of comparisons per-

formed during the retrieval process, while maintaining reasonable quality of results. The compu-

tational effort is reduced by exploiting the grouping mechanism of UNSO, where the target UM 

was compared only with the UMs with at most ∆ modified coordinates, instead of with the whole 

set of UMs. Moreover, as the UMs are stored distributively, the comparisons are performed at the 

connected users, not involving any central processing. This resolves a possible computational 

bottleneck in the central processing and allows additional spreading of the computational effort. 

 

This experiment was aimed at comparing the number of required comparisons for exhaustive and 

UNSO-based retrieval. In each execution of the experiment, a single target UM was considered, 

the sets of the most similar UMs were retrieved using UNSO-based retrieval, and the number of 

UMs compared during each retrieval process, i.e., the number of UMs considered, was computed. 

The experiment was repeated for the number of times equal to the number of UMs in the corpora 

and the overall number of comparisons was computed as an average of the numbers of compari-

sons for each target UM.  

 

Table 13 shows the average number of comparisons in a single UNSO-based retrieval, denoted by 

comp, in different corpora for different values of the maximal allowed number of modified coor-

dinates ∆=1, 2, 3, 4, and 5. Note that the number of comparisons is not affected by the value of 

the threshold β, but only by the allowed number of modified coordinates ∆. This number should 

be compared to the number of comparisons in the traditional exhaustive retrieval, denoted by exh, 

which is equal to the number of UMs in the corpus minus 1 (the target UM is not compared to 

itself). To allow easier analysis of the results, we computed the relative number of comparisons 

that were conducted in UNSO-based retrieval by dividing comp by exh. It is denoted in the Table 

13 by %. 
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Table 13. Number of Comparisons in the Approximated Retrieval. 

corpus exh ∆=1 ∆=2 ∆=3 ∆=4 ∆=5 
  comp % comp % comp % comp % comp % 

refrigerators 60 0.92 1.53 4 6.67 11.84 19.73 24.39 40.66 40.46 67.43 
cameras 64 1.16 1.83 4.98 7.79 13.45 21.01 29.78 46.54 46.31 72.36 
televisions 75 10.13 13.51 30.24 40.52 43.79 58.39 57.76 77.02 68.92 91.89 
printers 93 0.45 0.48 3.15 3.39 13.85 14.89 36.66 39.42 64.87 69.76 
mobiles 129 1.74 1.35 7.71 5.98 21.57 16.72 57.29 44.41 95.45 73.99 

 

The results show that in all the corpora the number of comparisons in UNSO-based approximated 

retrieval is lower than in the traditional exhaustive retrieval. The number of comparisons in 

UNSO-based retrieval increases with the allowed number of modified coordinates ∆. This is ex-

plained by the fact that for higher values of ∆ the retrieval is expanded and more candidate UMs 

are compared. However, it can be seen that even for ∆=5, where the precision and the recall are 

very high, the number of required comparisons in UNSO-based retrieval is lower than in the tradi-

tional exhaustive retrieval.  

 

The results also show that for any value of ∆, the relative number of comparisons in the refrigera-

tors, cameras, printers and mobile phones corpora is lower than in the televisions corpora. This is 

explained by the smaller number of average pairs used in the description of the television UMs. 

These results also stress the results shown in Figure 24, where for a low number of modified co-

ordinates ∆, the UMs from the televisions corpus generate a denser structure than the UMs from 

the other corpora. 

 

Returning to the above sample retrieval of K=5 most similar UMs with the precision greater than 

0.8, we note the following computational gain. In the televisions corpus, the required search with 

∆=2 modified coordinates compares the target UM with approximately 40% of the UMs that 

would be compared in the exhaustive search. Similarly, search with ∆=3 modified coordinates in 

the refrigerators and cameras corpora compares it with approximately 20% of the UMs, while the 

search with ∆=4 in the printers and mobile phones corpora compares approximately 40%-45% of 

UMs. Thus, even for these restricting conditions the proposed UNSO-based approximated re-

trieval improves the computational overhead of the traditional exhaustive retrieval. 
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The results of this experiment show the trade-off between the retrieval capabilities of UNSO-

based retrieval and the computational optimization being achieved. It can be seen that the highest 

recall and precision for the televisions corpora are obtained at the expense of a larger number of 

comparisons conducted during the retrieval process. In the other corpora, the values of the preci-

sion and the recall are lower, and also the number of comparisons. In summary, combining the 

results of this experiment with the results of the retrieval experiments allows us to conclude that 

the proposed UNSO-based retrieval, tuned to the statistical properties of UMs in the corpus (1) 

decreases the number of comparisons at the retrieval of the most similar UMs, while it (2) keeps 

reasonably good retrieval capabilities, both in terms of the precision and the recall, with respect to 

the original set of the most similar UMs retrieved using the traditional exhaustive retrieval. 

7.5 Summary 

This section presented an approach to pure decentralized P2P storage of UMs over a multi-

layered hypercube (MLH) graph built using the UNSpecified Ontology (UNSO). UNSO facili-

tates relatively free descriptions of user modeling data, as they are described using a flexible list 

of featurei:valuei pairs, where neither the features nor the respective values are restricted by any 

a-priori defined ontology. The basic observation that UNSO inherently supports grouping of simi-

lar UMs was validated by the initial experiments of this section. The average similarity of UMs 

decreased with the number of modified coordinates. This observation, in turn, facilitated the de-

velopment of an approximated algorithm for efficient retrieval of the most similar UMs. This 

algorithm can be schematically described as a localized search among a subset of UMs, located in 

a close vicinity of the target UM, as these UMs are supposed to be similar to the target UM. 

 

Retrieval experiments, conducted over five corpora of real-life E-Commerce advertisements mim-

icking ephemeral content-based search UMs, showed that the approximated retrieval succeeds in 

retrieving the most similar UMs. The sets of UMs retrieved by the traditional exhaustive and the 

proposed approximated retrievals are very similar for low values of K nearest neighbors or high 

values of the similarity threshold β, i.e., for retrieval of highly similar UMs. In addition, the re-

quired computational effort measured by the number of comparisons is lower than in the tradi-

tional exhaustive retrieval. We would like to stress a practical observation that since real-life ap-
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plications are typically aimed at retrieving a low number of highly similar UMs, the good per-

formance demonstrated by the proposed approach for this range of K is especially important. 

 

We also conducted an elaborate analysis of various statistical properties of the user modeling 

data, aimed at understanding the differences in the performance of the proposed approach. This 

analysis allowed us to draw conclusions regarding the specific conditions and parameters, such as 

β, K, and ∆, where the proposed approximated retrieval is highly beneficial, as it will succeed in 

conducting both accurate (in terms of precision and recall) and efficient (in terms of the number 

of comparisons) retrieval. We would like to stress that these parameters should be tuned accord-

ing to the statistical properties and distribution of the available user modeling data stored by the 

system. 
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Chapter 8: Privacy Aspects of the Mediation 

Managing UMs in recommender systems implies that personal (and possibly sensitive) informa-

tion about the users is collected, stored and used. Privacy is an important challenge facing the 

growth and wide acceptance of various E-Commerce services in general, and recommender sys-

tems in particular [Brier 1997]. Many systems may easily violate users' privacy by misusing (e.g., 

selling or exposing) users' private information for their own commercial benefits. As a result, 

users, who are aware and concerned about such misuse, refrain from using them, to prevent any 

potential exposure of sensitive private information [Cranor et al. 1999].  

 

Privacy hazards for recommender systems are aggravated by the fact that accurate recommenda-

tions require large amounts of personal data. For example, the accuracy of collaborative filtering 

recommendations is correlated with the number of similar users, number of ratings in their UMs, 

and the degree of their similarity [Sarwar et al. 2000]. Thus, the more accurate the UMs available 

to the system (i.e., the higher is the number of ratings stored in the UM), the more reliable the 

recommendations. Hence, there is a clear trade-off between the accuracy of the recommendations 

provided to the users and their privacy.  

 

This trade-off is aggravated even more by introducing the mediation of UMs. On the one hand, 

mediation can improve the UMs available to the system and increase their accuracy; on the other 

hand, it inherently introduces a severe privacy breach, as the mediation implies that the UMs are 

to be shared and exchanged between multiple recommender systems. Hence, this poses an impor-

tant challenge: developing techniques that will improve the privacy-preservation aspects of the 

mediation, while still allowing the systems to exchange and enrich their UMs.  

 

Several techniques for privacy-enhanced recommendations in general and privacy-enhanced col-

laborative filtering in particular, were proposed in the past. For example, in [Canny 2002] the 

authors proposed basing privacy preservation on pure decentralized Peer-to-Peer (P2P) communi-

cation between the users. The study suggested forming communities of users, where the overall 

community reflects the preferences of the underlying users, thus representing the set of users as a 

whole and not as individual users. Alternatively, in [Polat and Du 2005] the authors suggested 

preserving users' privacy on a central server by adding uncertainty to the data. This was accom-
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plished through using randomized data obfuscation techniques that modified the original content 

of the UMs. Hence, the data collector or attacker has no reliable knowledge about the true ratings 

of individual users. That work showed that obfuscation techniques did not considerably reduce 

the accuracy of the generated recommendations. 

 

This section elaborates on the idea of combining the above two techniques, as initially discussed 

in [Berkovsky et al. 2005a]. It proposes enhancing the privacy of collaborative filtering through 

(1) substituting the commonly used centralized collaborative filtering system by a virtual P2P 

one, while (2) adding a degree of uncertainty to the data through modifying parts of the UMs. 

This introduces a pure decentralized setting, where individual users participate in the virtual P2P-

based collaborative filtering system and exchange their UMs in the following way. The users 

separately maintain their UMs in the form of ratings vectors containing the ratings of the users on 

the items. Recommendations are requested by active users through exposing parts of their UMs 

and sending them as part of the recommendation request. Other users, who actually respond to the 

request, expose parts of their UMs (i.e., the ratings on the requested items), and send them to the 

active users, jointly with the degree of similarity between them and the active user. Note that the 

degree of similarity between the users was computed based on the ratings stored by the users and 

parts of the UM of the active user, received with the recommendation request. The active users 

collect the responses from the other users, select a subset of the most similar users as the 

neighborhood, and aggregate their ratings for the recommendation generation. 

 

In this setting, the users are in full control of their personal sensitive information stored in their 

UMs. Hence, they can autonomously decide when and how to expose their UMs. In particular, the 

users may decide which parts of the UMs should be obfuscated before exposing them and may 

actually modify parts of their UMs to minimize exposure of their personal data. As a result, the 

proposed approach on the one hand enhances users' privacy, while on the other it still allows them 

to participate in collaborative filtering and support recommendation generation initiated by other 

users. 

 

In the experimental part of this section, the accuracy of the proposed privacy-enhanced collabora-

tive filtering is evaluated using three publicly available collaborative filtering datasets: Jester 

[Goldberg et al. 2001], MovieLens [Herlocker et al. 1999] and EachMovie [McJones 1997]. 
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Thus, the experiments are conducted with both dense (Jester) and very sparse datasets (MovieL-

ens and EachMovie). Initial experimental results for all the datasets demonstrate that relatively 

large parts of the UMs stored in the datasets can be obfuscated without significantly hampering 

the accuracy of the recommendations.  

 

The experimental results raise a question regarding the importance of certain ratings for the accu-

racy of collaborative filtering recommendations. Although collaborative filtering is considered a 

solid and well-studied recommendation technique, no prior evaluations have tried to understand 

which ratings are important to the accuracy of the generated recommendations. This is important 

in the context of privacy, as the users may have different concerns about the potential exposure of 

their data. This implies that the quantity of the user's personal data, which is exposed to other 

users, or to the recommender system, must be adapted accordingly. For this, additional experi-

ments aimed at analyzing the impact of data obfuscation on different types of users and ratings 

have been conducted. The results of the experiments indicate that the accuracy of collaborative 

filtering recommendations is mostly influenced by extreme ratings, i.e., ratings with extremely 

positive or negative values that are significantly different from the average rating in the dataset. 

Hence, these parts of the UMs are the most valuable for generating accurate recommendations, 

and they should be made available to the system and other users. On the other hand, very little 

knowledge about the users may be derived from their average ratings and, therefore, usually there 

is no need to expose these parts of the UMs.  

 

This section also presents the results of an exploratory survey examining the users' attitude to-

wards the above privacy-preserving collaborative filtering using the UMs obfuscation. This was 

done by correlating the usefulness of a certain kind of rating for the accuracy of the generated 

recommendations with the users' attitude to exposing such ratings. The results of the survey con-

firm our conclusion that the extreme ratings, which are more important for the recommendations 

generation than the moderate ratings, are also considered more sensitive by the users. In some 

sense, this is a negative result showing that there is no simple way to increase the accuracy of the 

recommendations without exposing sensitive ratings in the UM and it confirms again how diffi-

cult it is to optimize both the accuracy of the recommendations and sense of privacy of the users. 

Another outcome of the survey is in showing that the users' attitude to exposing their ratings im-

proves as a result of applying data obfuscation. 
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The rest of the section is organized as follows. Section 8.1 discusses the privacy issues in collabo-

rative filtering and recent works on distributed collaborative filtering. Section 8.2 presents the 

privacy-enhanced decentralized collaborative filtering using the UMs obfuscation. Section 8.3 

presents the experimental results evaluating the proposed obfuscation approach. Section 8.4 pre-

sents the users' survey and analyzes its results, and Section 8.5 summarizes this section. 

8.1 Privacy-Enhanced and Distributed Collaborative Filtering   

Centralized collaborative filtering poses a severe threat to users' privacy, as personal information 

collected by service providers can potentially be transferred to untrusted parties. Thus, most users 

will not agree to divulge their private information [Cranor et al. 1999]. These concerns cause 

many users to refrain from the benefits of personalized services due to the privacy risks. For ex-

ample, a survey showed that 90% of people are concerned about protecting themselves from mis-

use of their personal information and 83% of people are more than marginally concerned about 

privacy [Ackerman et al. 1999]. Hence, applying collaborative filtering without compromising the 

user's privacy is certainly one of the important and challenging issues in collaborative filtering 

research.  

 

Various security and privacy issues in recommender systems were discussed in [Lam et al. 2006]. 

In particular, three main threats that may hamper proper functioning of a recommender system 

were mentioned: 

• Exposure – undesired access to user's personal information by untrusted parties that are not 

supposed to access this information leading to user's refraining from using the system. 

• Bias – manipulation of user's recommendations to change the items that are recommended in-

appropriately, i.e., to increase (push) and/or decrease (nuke) visibility of certain items in the 

system.  

• Sabotage – intentionally reducing the functionality of a recommender system, such as service 

denial attacks or system malfunctioning. 

The latter two threats can be considered as functional threats, as they may hamper the functional-

ity of a recommender system (i.e., not allowing the system to provide a proper service to the us-

ers) and benefit some other service provider or company. Conversely, the first threat is a clear 
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threat to the users' privacy, since as a result of the exposure their personal sensitive information 

may become publicly available. Hence, this section focuses on the privacy threat only and aims at 

improving users' privacy in collaborative filtering recommender systems. 

 

This issue was tackled in prior research from several perspectives. In [Polat and Du 2005], the 

authors proposed a method for preserving users' privacy over a centralized storage of the UMs 

through adding uncertainty to the data. Before transferring personal data to the server, each user 

first modified it using randomized data-modification techniques. Therefore, the server (and also 

the attacker) cannot find out the exact, but only the modified contents of the UMs. Although this 

method changed the user's original data represented by the UMs, experiments showed that the 

modified data still allowed relatively accurate recommendations to be generated. This approach 

enhanced users' privacy, but the users still remained dependent on a centralized storage of the 

UMs. This constituted a single point of failure, as the data could still be exposed through a series 

of malicious attacks involving multiple recommendation requests for various items managed by 

the system. 

 

Storing the UMs in a decentralized manner, i.e., distributed between several locations, reduces the 

potential privacy breach of having all the data exposed to an attacker, as in this setting the at-

tacker must violate security policies of all the locations, rather than of only one in a centralized 

setting. Conducting collaborative filtering over a distributed setting of data repositories was ini-

tially proposed in [Tveit 2001]. That work presented a Peer-to-Peer (P2P) pure decentralized ar-

chitecture supporting product recommendations for mobile customers represented by software 

agents. The communication between the agents exploited an expensive routing mechanism based 

on network flooding that significantly increased the communication overhead. Following the 

ideas of [Tveit 2001], PocketLens project [Miller et al. 2004] discussed, implemented and ex-

perimentally compared five distributed architectures for collaborative filtering: using a central 

server, using three different types of P2P discovery mechanism, and using secure encryption 

communication algorithms. The experimental results showed that the performance of a P2P-based 

collaborative filtering is close to the performance of a centralized collaborative filtering.  

 

In another technique for a distributed collaborative filtering eliminating the use of central servers 

[Olsson 1998], the active users create a query by sending parts of their UMs and requesting a rec-
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ommendation for specific items. Other users autonomously decide whether they are willing to 

respond to the query and send their information to the active user. However, this approach re-

quires transferring the UMs of both the active user and the responding users over the network, 

thus creating potential privacy breaches.  

 

A scheme for privacy-preserving collaborative filtering was proposed in [Canny 2002]. Accord-

ing to it, individual users separately control all of their private data, while they are grouped into 

communities of users, which represent a public aggregation of their data. This aggregation allows 

personalized recommendations to be computed for the members of the community or for outsid-

ers by exposing the aggregated community data, but without exposing the data of individual us-

ers. In addition, the communication between the communities is implemented using data encryp-

tion methods. Although this approach protects users' privacy in a distributed setting, it requires a 

priori formation of user-communities, which may become a severe limitation in today's dynamic 

environments. 

8.2 Distributed Collaborative Filtering with Data Obfuscation 

This section elaborates on the recommendation generation over a distributed set of users possibly 

obfuscating their data. It should be stressed that this section adopts the pure decentralized P2P 

organization of users, proposed by [Canny 2002]. Hence, users autonomously keep and maintain 

their UMs in a pure decentralized manner. Thus, the matrix of user ratings on items, stored by 

centralized collaborative filtering systems, is substituted by a virtual matrix, where the rows of 

the matrix, i.e., the ratings vectors of the users, are stored by the users in a distributed manner.  

 

The users are connected using one of the existing P2P communication platforms [Milojicic et al. 

2002; Androutsellis-Theotokis and Spinellis 2004]. The underlying platform guarantees connec-

tivity of the users and allows each user to contact any of the other users connected to the system. 

Note that such setting does not have a single point of management or failure. Figure 29 illustrates 

the decentralized distribution of initially centralized ratings matrix. 
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Fig. 29. Centralized vs. Decentralized Storage of the UMs 

 

In this setting, users are the owners of their personal information. This setting introduces a pure 

decentralized variant of the mediation, where the users, rather than recommender systems, di-

rectly share and exchange their UMs. The users communicate with each other during the recom-

mendation generation process and independently decide about the specific ratings and parts of 

their UMs that should be exposed to other users. The recommendation generation process consists 

of the following three stages: 

• The active user initiates the process through exposing parts of the UM and broadcasting a re-

quest for a recommendation for a specific item to other users. Two parameters that should be 

determined for this stage are:  

1. Which parts of the UM should be exposed? To preserve the privacy of the active user 

better, the number of ratings that are exposed should be minimized. However, decreasing 

the number of ratings may hamper the similarity computation, as it will rely on a smaller 

number of ratings, and, therefore, hamper the accuracy of the generated recommenda-

tions. One possible solution to this tradeoff may be basing the similarity computation on 

a predefined subset of items, e.g., exposing only the ratings on items that are similar to 

the item, where the recommendation is requested [Sarwar et al. 2002].  

2. To which users should the request be sent? Theoretically, the request should be sent to all 

the available users, since any connected user in the network can potentially be one of the 

nearest neighbors of the active user. Practically, this may lead to heavy communication 

overheads and requires restricting the set of the users to whom the request is sent, e.g., to 

the a set of users similar to the active user (where the similarity of users was computed 

offline during a preprocessing stage), or to a set of trusted users with high reputation val-

ues (e.g., users, whose opinions were valuable for generating past recommendations for 

the active user) [Massa and Avesani 2004]. Alternatively, this may be resolved by apply-

ing efficient P2P routing mechanisms described in [Milojicic et al. 2002].  
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• When the request is received, each user autonomously decides whether to respond to it or not. 

If the user decides to respond, she autonomously computes her similarity degree with the ac-

tive user based on the received parts of the UM of the active user. The similarity of users ba-

sically reflects the correlation of their ratings on various items. It can be computed in several 

ways, whereas the most popular similarity metrics in collaborative filtering recommender sys-

tems are Cosine Similarity [Good et al. 1999; Sarwar et al. 2001] and Pearson Correlation 

[Pennock et al. 2000a; Sarwar et al. 2000]. After the similarity degree is computed, this value 

and the user's rating on the requested item are sent back to the active user. Note that in this 

case two parts of the UM of the responding user are being exposed: (1) the rating on the re-

quested item, and (2) the computed similarity degree, which may allow parts of the UM of the 

responding user to be inferred.  

• Upon collecting the responses, the active user builds a neighborhood of similar users needed 

for generating the recommendation. This is usually done by selecting K users with the highest 

similarity degree, or selecting all the users whose similarity degree is above a certain thresh-

old. Finally, the active user locally generates a recommendation for the requested item by ag-

gregating the ratings of the users in the neighborhood on this item, e.g., as a weighted average 

according to the neighbors' similarity degree.  

To summarize the recommendation generation process, it should be stressed that this form of col-

laborative filtering preserves users' privacy (by minimizing the exposure of their UMs), while still 

allowing them to support recommendations generation initiated by other users. 

8.2.1 Data Obfuscation Policies 

According to the above distributed collaborative filtering process, the UMs may be exposed in 

two cases. The first case when the UM of the active user, which is broadcast to other users as part 

of the recommendation request, is exposed. In this case the exposure is inevitable, as the active 

user must expose substantial parts of her UM in order to allow a reliable similarity computation 

by the responding users. The second case is when the other users voluntarily decide to participate 

in the recommendation generation initiated by the active user and respond to the active user. The 

exposure of their UMs occurs when the rating on the requested item is sent to the active user for 

the purpose of using it for the recommendation generation. Although in this case the responding 

users expose relatively only small parts of their UMs, this constitutes a privacy breach that may 
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allow large parts of their UMs to be exposed through systematic malicious attacks using multiple 

recommendation requests.  

 

To mitigate the privacy breaches, the data in the UMs can be partially modified, i.e., part of the 

ratings stored in the UMs can be substituted with fake values. This section adopts the data obfus-

cation idea for the purposes of enhancing privacy of the distributed decentralized collaborative 

filtering, and focuses on modifying the UMs of the responding users only, as modifying the UM of 

the active user may drastically decrease the accuracy of the similarity computation. Hence, parts 

of the UMs of the responding users (i.e., certain ratings in the UMs) are substituted with fake val-

ues before computing the similarity and responding to the request. Although modifying the UMs 

does not prevent the initiator of a malicious attack from collecting the ratings of the responding 

users, the ratings collected by such an attacker in this setting will not necessarily reflect the real 

contents of the UMs.  

 

Several methods of modifying the data for the purposes of improving privacy preservation of us-

ers' sensitive data were discussed in [Ishitani et al. 2003]: encryption [Agrawal et al. 2004], ac-

cess-control policies [Sandhu et al. 1996], data randomization [Agrawal et al. 2004], anonymiza-

tion [Klosgen 1995], and K-anonymization [Sweeney 2002]. In this section, the term data obfus-

cation [Bakken et al. 2004] is referred to as a generalization of all the approaches that involve 

modifying the original data for the purposes of better preserving the data privacy. 

 

In this section, three general policies for obfuscating the ratings in the UMs are developed and 

experimentally compared. These policies are aimed at substituting the original ratings stored in 

the UMs. Substitution of the original ratings with fake values is performed according to one of 

the following policies:  

• Default obfuscation(x) – substitute the real ratings in the UM with a fixed predefined value x. 

• Uniform random obfuscation – substitute the real ratings in the UM with random values cho-

sen uniformly in the range of ratings in the dataset. 

• Bell-curved random obfuscation – substitute the real ratings in the UM with values chosen us-

ing a bell-curve distribution reflecting the distribution of ratings in the dataset.  
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Clearly, different general policies have different impacts on the preservation of privacy in the 

UMs. For example, consider the default obfuscation policy, which substitutes the real ratings with 

a predefined fixed value, such that the new ratings in the UM are typically highly dissimilar from 

the original ratings. As a result, the data that may be exposed by an attacker reflect the modified 

ratings rather than the real ratings in the UM. This is expected to decrease significantly the prob-

ability of exposing user's private and sensitive ratings and to improve the users' privacy. Con-

versely, the bell-curved obfuscation policy substitutes the real ratings in the UMs with values that 

reflect the distribution of ratings in the dataset. Although in some cases the new rating may be 

highly dissimilar from the original ratings, overall distribution of the original and modified rat-

ings remains identical. As a result, the probability of private and sensitive ratings not being modi-

fied is higher than using the default policy, the probability of exposing these ratings is also higher, 

and the expected users' privacy is lower17.  

 

Besides hypothesizing and intuitively explaining that applying the above policies may preserve 

the users' privacy better, this section does not measure the achieved privacy gains. Instead, it fo-

cuses on the effect of obfuscating the real ratings on the accuracy of the generated collaborative 

filtering recommendations. The overall goal of the research is to discover general obfuscation 

policies and specific obfuscation techniques (i.e., which ratings should be substituted, to what 

extent, which fake values should substitute the real ratings, and so forth) that facilitate a maximal 

preservation of users' privacy, while still allowing the generation of accurate collaborative filter-

ing recommendations. 

8.2.2 Extreme Ratings and Privacy Preservation 

Prior research studies have already shown that the importance of different types of ratings for the 

collaborative filtering process is different. For example, in [Shardanand and Maes 1995] the au-

thors argue that the accuracy of collaborative filtering is most crucial when predicting extreme, 

i.e., very high or very low ratings. Intuitively, this can be explained by the observation that 

achieving high recommendation accuracy for the best and worst items is most important, while 

poor performance on average items is acceptable. Similarly, [Pennock et al. 200b] focused on 

evaluating collaborative filtering recommendations of extreme ratings, i.e., ratings which are 0.5 

                                                           
17 This section presents a user study, which examines users' attitude towards the above obfuscation policies and does 

not measure the privacy gains. In the future, it is planned to measure quantitatively the privacy gains actually 
achieved by applying these policies.  
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above or 0.5 under the average rating in the dataset (on a scale between 0 and 5). This is based on 

a similar assumption that most of the time the user is interested in a recommendation of items she 

might very much like, or an indication to avoid certain items that she might dislike, but not rec-

ommendation of items that she may only like to a certain extent.  

 

Another goal of this section is determining whether the importance of extreme ratings is also 

higher for privacy-preserving aspects. In particular, this section is aimed at determining whether 

the amount of private information encapsulated in certain ratings in the UMs is higher than in 

other ratings. As such, it examines whether the ratings with extremely positive or extremely nega-

tive values should be treated differently from ratings with moderate values.  

 

Hence, in this section the above obfuscation policies are applied on two groups of ratings: (1) 

obfuscating overall ratings – all the available ratings, and (2) obfuscating extreme ratings – ex-

tremely positive or extremely negative ratings only (the exact definition of extreme ratings will be 

given in the following section). Moreover, this section measures the effect of obfuscating the rat-

ings in each group of ratings on the accuracy of collaborative filtering recommendations of two 

types of ratings: (1) overall recommendations – recommendations for all the available ratings, and 

(2) extreme recommendations – recommendations for extremely positive or extremely negative 

ratings.  

8.3 Experimental Evaluation 

This section presents an experimental examination of the impact of the obfuscation policies on 

the accuracy of the generated recommendations. We start with a description of the implementa-

tion and experimental settings, and then proceed to the experiments, their results and analysis. 

The experimental evaluation may be summarized with a 2x2 table (see Table 14): the rows repre-

sent the groups of ratings that are obfuscated and the columns represent the groups of ratings 

where the recommendations are generated and the effect of obfuscation on the accuracy of the 

recommendations is measured. The contents of Table 14 are the numbers of the subsections, 

where the relevant experiments are presented and discussed. 
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Table 14. Data Obfuscation Experiments 
 

 extreme overall 
extreme 4.4 4.5 
overall 4.3 4.2 

8.3.1 Experimental Settings 

For the experimental evaluation, a pure decentralized environment was simulated by a multi-

threaded implementation. Each user was represented by a thread and recommendations were gen-

erated in the following manner. The thread of the active user initiated the recommendation gen-

eration process and broadcast the request to the other users. For the sake of simplicity, the request 

contained all the available ratings of the active user and was sent to all the available users, i.e., to 

all the threads. Upon receiving the request, each thread locally computed the similarity degree 

with the active user using the Cosine Similarity metric [Good et al. 1999; Sarwar et al. 2001], and 

returned the similarity degree jointly with the rating for the requested item, to the active user 

thread. Finally, the active user thread computed the recommendations as a weighted average of 

the ratings of K=10 most similar users. Hence, the recommendation generation process was per-

formed similarly to a centralized collaborative filtering, except for the similarity computation 

stage, which was done separately by each user.  

 

To provide solid empirical evidence, the experiments were conducted using three widely-used 

collaborative filtering datasets: Jester [Goldberg et al. 2001], MovieLens [Herlocker et al. 1999] 

and EachMovie [McJones 1997]. Table 15 summarizes various statistical parameters of the data 

in datasets: number of users and items in the dataset, range of ratings, total number of available 

ratings, average number of items rated by each user, density of the dataset (i.e., the percentage of 

items with available ratings), average and variance of the ratings, and the MAE of non-

personalized recommendations. Since non-personalized recommendations are computed by aver-

aging the available ratings on the required item, their MAE can be computed offline. 

 

Table 15. Properties of the Original Datasets 
dataset users items range ratings av.rated density average var. MAEnp 

 Jester 48483 100 -10-10 3519449 72.59 0.7259 0.817 4.400 0.220 
 ML 6040 3952 1-5 1000209 165.60 0.0419 3.580 0.935 0.234 
 EM 74424 1649 0-1 2811718 37.78 0.0229 0.607 0.223 0.223 
 
 

effect of obfuscation on ratings 

obfuscated 
ratings 
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To examine the effect of obfuscating the extreme ratings on the recommendations for extreme 

ratings, smaller datasets containing a higher percentage of extreme ratings were extracted from 

the original datasets. To do this, we first defined extreme users as "users more than 33% of whose 

ratings in their UMs are more than 50% farther from the average of their ratings than their vari-

ance". For example, if the average rating of a user is 0.6 (on a scale between 0 and 1), and the 

variance is 0.2, then the ratings under 0.3 or above 0.9 are considered as extreme ratings. If the 

number of ratings in the UM is 200 and more than 66 ratings are extreme, then the user is consid-

ered an extreme user. The UMs of all the extreme users, which were found in the original data-

sets, were extracted to the extreme datasets. Although the selected thresholds of 33% and 50% are 

arbitrary (and may be a basis for future experiments), they leave large enough datasets with a 

higher percentage of extreme ratings. Table 16 summarizes the characteristics of the extreme 

datasets (columns are similar to Table 15).  

 

Table 16. Properties of the Extreme Datasets 
dataset users items range ratings av.rated density average var. MAEnp 

Jester 13946 100 -10 to 10 1007700 72.26 0.7226 0.286 6.111 0.306 
 ML 1218 3952 1 to 5 175400 144.01 0.0364 3.224 1.166 0.291 
 EM 12317 1649 0 to 1 491964 39.94 0.0242 0.516 0.379 0.379 
 
 

To validate the assumption regarding the percentage of moderate ratings in the original datasets 

and the percentage of extreme values in the extreme datasets, the distributions of the ratings over 

their values were computed. Figure 30 shows the distributions of all three datasets. The horizontal 

axis denotes the values of the ratings in the datasets, and the vertical denotes the percentage of 

such ratings. Note that for each dataset, two distributions are shown. The left (light grey) bars 

show the distribution of ratings in the overall datasets, and the right (dark grey) – in the extreme 

datasets. As can be seen from the chart, overall datasets demonstrate bell-curve distribution of the 

ratings, while in the extreme datasets the bell-curve is inversed. 

 

In the implemented setting, the above obfuscation of rating in the UMs was applied. Hence, every 

user could autonomously decide (1) whether to substitute the ratings stored in her UM, (2) how 

many ratings, or what percentage of ratings should be substituted (referred to in the rest of the 

section as the obfuscation rate), and (3) which ratings should be substituted. In the experiments, 

the above three general obfuscation policies were instantiated by five specific policies: 

• Positive – substitute the real rating by the highest positive rating in the dataset (i.e., 10 for 

Jester and 5 for MovieLens and EachMovie). 
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Fig. 30. Distribution of Ratings in the Datasets: Jester (top),  
MovieLens (middle) and EachMovie (bottom)  

 

• Negative – substitute the real rating by the lowest negative rating in the dataset (i.e., -10 for 

Jester, 1 for MovieLens, and 0 for EachMovie). 

• Neutral – substitute the real rating by the neutral rating in the dataset, i.e., an average between 

the maximal and minimal possible ratings (i.e., 0 for Jester, 3 for MovieLens, and 0.5 for 

EachMovie). 

• Random – substitute the real rating by a random value in the range of ratings in the dataset 

(i.e., from -10 to 10 for Jester, 1 to 5 for MovieLens, and 0 to 5 for EachMovie). 



 155 

• Distribution – substitute the real rating by a value reflecting the distribution (i.e., average and 

variance) of ratings in the dataset, as shown in Table 15 and Table 16. 

Clearly, the positive, negative and neutral policies are instances of the general default policy, 

since the value that will substitute the original rating is known a-priori. The random policy is the 

instance of the general uniform policy, as the substituted values are chosen randomly in the range 

of dataset ratings and the distribution policy is the general bell-curved policy, as the substituted 

values reflect the distribution of the real ratings in the dataset.  

 

The accuracy of the generated recommendations was measured using the Mean Average Error 

(MAE) metric [Herlocker et al. 2004], a statistical accuracy metric widely-used in recommender 

systems. The values of the MAE were computed by: 

1
| |

N

i ii
p r

MAE
N

=
−

= ∑
 

where N denotes the total number of the generated recommendations, pi is the predicted value of 

the item i, and r i is the real rating given by the user on the item i. Note that lower values of MAE 

reflect high accuracy of the recommendations and vice-versa. 

8.3.2 Obfuscation in Original Datasets 

The following experiment was designed to examine the impact of obfuscation policies on the ac-

curacy of the generated recommendations. For each dataset, a fixed testing set of 10,000 ratings 

was selected. These ratings were excluded from the datasets, their values were predicted using the 

above distributed collaborative filtering, and the MAE value of the recommendations was com-

puted. The 10,000 recommendations experiment was repeated 10 times, for gradually increasing 

values of the obfuscation rate, i.e., gradually increasing amount of modified data in the UMs. 

Hence, the obfuscation rate increased from 0 (i.e., the original UMs are unchanged) to 0.9 (i.e., 

90% of the ratings stored in the UMs are modified according to the applied policy). Figure 31 

shows the MAE values as a function of the obfuscation rate. The charts refer to Jester (top), 

MovieLens (middle), and EachMovie (bottom) datasets. The horizontal axis denotes the obfusca-

tion rate, whereas the vertical denotes the MAE values. 

 

The graphs show that in all three datasets the effect of random, neutral and distribution policies is 

roughly similar, as obfuscating the UMs has a minor impact on the MAE of the generated rec-
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ommendations. Although the MAE slightly increases in a roughly linear manner with the obfusca-

tion rate, the change in the MAE values is minor (between 0.02 and 0.07, for different datasets), 

and the recommendations are still accurate. This is explained by the observation that, for random, 

neutral and distribution policies, the modified values (for average users) are relatively similar to 

the real ratings and the obfuscation does not significantly modify the contents of the UMs. Thus, 

substituting the actual ratings with similar values, even for high obfuscation rates, creates only a 

small overall impact on the MAE computed over many users and recommendations.  
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Fig. 31. MAE of the Recommendations vs. Obfuscation Rate: Jester (top),  
MovieLens (middle) and EachMovie (bottom) 
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Conversely, for positive and negative policies, the real ratings are substituted by highly dissimilar 

values. Thus, replacing the ratings with extremely positive or negative ratings does significantly 

modify the UMs for all three datasets. As a result, the generated recommendations are inaccurate 

and the MAE significantly increases (between 0.27 and 0.35, for different datasets) with obfusca-

tion rate. As can be clearly seen, the slope of the curves in positive and negative policies is sig-

nificantly higher than in random, neutral and distribution policies. Hence, for all three datasets 

the effect of positive and negative policies on the accuracy of the recommendations is stronger 

than the effect of random, neutral and distribution policies.  

 

Note that for high obfuscation rates, the MAE of the recommendations in random, neutral and 

distribution policies is close to the MAE of non-personalized recommendations (taken from Ta-

ble 15). This observation is true for all three datasets. Hence, the effect of these obfuscation poli-

cies on the accuracy of the generated recommendations in the original datasets is quite under-

standable. The accuracy of the recommendations decreases in a linear manner from the best val-

ues, which are obtained when no data is modified, to the worst values that are close to the accu-

racy of non-personalized recommendations, which are obtained when most of the data are modi-

fied.  

 

However, this raises a question regarding the conditions where this observation is true. In other 

words, for which users or ratings will modifying the real ratings in the UMs with moderate fake 

values not significantly increase the MAE of the recommendations? In particular, answering this 

question will allow us to draw a conclusion regarding the applicability of obfuscation on different 

collaborative filtering data. The data, not affected by obfuscation are not crucial for collaborative 

filtering recommendation generation process, and can be obfuscated without hampering the accu-

racy of the recommendations. Conversely, the data, where the MAE increases as a result of the 

obfuscation, are important for generating accurate collaborative filtering recommendations. 

8.3.3 Effect of Overall Data Obfuscation on Extreme Rating Recommendations 

To answer the above question, the following experiment, aimed at evaluating the impact of data 

obfuscation on the recommendations for different types of ratings, was conducted. In this experi-

ment, the ratings in the datasets were partitioned into several groups, according to the values of 

the ratings. For example, the ratings of Jester dataset are given on a continuous scale between -10 
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to 10. These ratings were partitioned into 10 groups, according to the ranges of ratings: from -10 

to -8, to 8 to 10. Similarly, the ratings of MovieLens dataset were partitioned according to their 

discrete values into 5 groups: 1, 2, 3, 4, and 5, and the ratings of EachMovie were partitioned ac-

cording to their discrete values to 6 groups: 0, 0.2, 0.4, 0.6, 0.8 and 1.  

 

For each group, 1,000 ratings were randomly selected and excluded from the dataset. In this ex-

periment, the distribution obfuscation policy was applied on all the available ratings, and collabo-

rative filtering recommendations were generated for the excluded ratings. This means that the 

excluded ratings from various groups served as the test set, whereas the remaining ratings were 

obfuscated and served as the training set. The MAE of the recommendations was computed for 

every group of ratings for gradually increasing from 0 to 0.9 values of the obfuscation rate. Figure 

32 shows the MAE values for different groups of ratings. The charts refer to Jester (top), 

MovieLens (middle), and EachMovie (bottom) datasets. The horizontal axis denotes the groups 

and the ranges of ratings and the vertical denotes the MAE values. For the sake of clarity the chart 

shows the curves related to four obfuscation rates only: 0, 0.3, 0.6 and 0.9. For the other obfusca-

tion rates not shown in Figure 32, the behavior of the MAE curve is similar.  

 

As can be clearly seen, in all three datasets the impact of the data obfuscation on different groups 

of ratings is different. For moderate ratings in the central part of the ratings scale, the impact of 

the obfuscation is minor as the MAE values roughly remain unchanged, regardless of the obfusca-

tion. Conversely, for extreme ratings in the left and right parts of the ratings scale, the impact of 

the data obfuscation is stronger and the MAE steadily increases with obfuscation rate. Also, for 

higher obfuscation rates, a larger increase in the MAE is observed for the recommendations for 

extreme ratings (can be clearly seen for the extremely positive ratings of MovieLens dataset). 

Thus, the accuracy of collaborative filtering recommendations for extreme ratings is hampered 

when the ratings in the UM are obfuscated. Conversely, the accuracy of collaborative filtering 

recommendations for moderate ratings roughly remains unchanged when the ratings in the UM 

are obfuscated.  
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Fig. 32. MAE of the Recommendations for Various Groups of Ratings:  
Jester (top), MovieLens (middle) and EachMovie (bottom) datasets 

 

We hypothesize that this can be explained by considering the very nature of the distribution ob-

fuscation policy. This policy substitutes the real ratings with fake values reflecting the average 

and variance of ratings in the dataset. Since the average ratings of the original datasets fall into 

the groups of the moderate ratings and the variance of ratings is not high (shown in Table 15), 

applying this policy mostly inserts moderate fake ratings into the datasets. Since collaborative 

filtering generates recommendations by aggregating the available ratings, the obfuscation has a 

minor effect on the recommendations for moderate ratings, as the inserted ratings are also moder-

ate. However, it has a stronger effect on the recommendations for extreme ratings, as some of the 
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existing extreme ratings are substituted with fake moderate ratings and the accuracy of the rec-

ommendations is hampered. 

8.3.4 Obfuscation in Extreme Datasets 

To validate our hypothesis regarding the stronger effect of obfuscating the extreme ratings, the 

following experiment examined the impact of the obfuscation policies on the accuracy of the rec-

ommendations for extreme ratings only. For this, the extreme datasets (discussed in Section 8.3.1 

and described in Table 16) were extracted from the original datasets. Then, the obfuscation ex-

periment, similar to the experiment described in Section 8.3.2, was conducted. For each extreme 

dataset, a fixed testing set of 10,000 ratings was selected, these ratings were excluded from the 

dataset, their values were predicted and the MAE of the recommendations was computed. Also 

this experiment was repeated 10 times, for gradually increasing from 0 to 0.9 values of the obfus-

cation rate. Figure 33 shows the MAE values as a function of the obfuscation rate. The charts 

refer to Jester (top), MovieLens (middle), and EachMovie (bottom) datasets. The horizontal axis 

denotes the values of the obfuscation rate, whereas the vertical denotes the MAE. 

 

The experimental results clearly show that the MAE increases with the obfuscation rate. Similarly 

to the overall obfuscation experiment, for random, neutral and distribution obfuscation policies, 

the change in the MAE values is linear. The minimal MAE values are observed when no obfusca-

tion is applied, and it increases to the MAE of non-personalized recommendations (the change is 

between 0.07 and 0.12, for various datasets). However, for positive and negative policies, the ef-

fect of data obfuscation is stronger than for random, neutral and distribution policies, and the 

change in the MAE values is significantly higher (between 0.14 and 0.17). Nevertheless, for posi-

tive and negative policies, the change in the MAE for the extreme datasets is lower than for the 

overall obfuscation experiment (between 0.27 and 0.35). This is explained by the observation that 

most of the ratings in the extreme dataset are originally extreme. Hence, substituting such values 

with extreme values will not significantly modify the data in many cases and the MAE values will 

be lower than in the overall experiment.  
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Fig. 33. MAE of the Rrecommendations vs. Obfuscation Rate: Jester (top),  
MovieLens (middle) and EachMovie (bottom) extreme datasets 

 

In summary, comparison between the obfuscation of extreme and original datasets shows that for 

the extreme ratings, the MAE values and the slope of the MAE increase are significantly higher. 

This allows us to conclude that extreme ratings in the UMs are important for the personalized 

collaborative filtering recommendation generation. Thus, the ratings with moderate values can be 

obfuscated by the users without hampering the accuracy of the recommendations, whereas the 

extreme ratings should not be obfuscated, as they are important for the generation of accurate 

collaborative filtering recommendations. 
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8.3.5 Effect of Extreme Data Obfuscation on Overall Rating Recommendations 

To validate this observation, the following experiment was aimed at evaluating the impact of lo-

calized data obfuscation (i.e., obfuscation of ratings with certain values) on the recommendations 

for various types of ratings. In this experiment, similarly to the experiment reported in Section 

4.3, the datasets were partitioned into several groups, according to the values of the ratings. Jester 

dataset was partitioned to 10 groups, from -10 to -8, to 8 to 10, MovieLens dataset was parti-

tioned to 5 groups: 1, 2, 3, 4, and 5, and EachMovie was also partitioned to 6 groups: 0, 0.2, 0.4, 

0.6, 0.8 and 1.  

 

For each dataset, a fixed testing set of 10,000 ratings from all the groups of ratings was selected 

and these ratings were excluded from the dataset. Then, the ratings of one of the groups of ratings 

were obfuscated (according to the obfuscation rate), the values of the excluded ratings were pre-

dicted and the MAE of the recommendations was computed. This means that the remaining data-

sets with obfuscated ratings from a certain group served as the training set, whereas the excluded 

ratings served as the test set. This experiment was repeated 10 times, for gradually increasing 

from 0 to 0.9 values of the obfuscation rate. Note that in each experiment the obfuscation was 

applied for the ratings of a single group of ratings only, i.e., the ratings within certain range of 

values (or with a certain discrete value) only were substituted.  

 

It should be stressed that the obfuscation rates in this case do not reliably express the amount of 

the obfuscated data. Since the number of ratings in every group of ratings is different, obfuscating 

a certain percentage of ratings in a group results in different number of obfuscated ratings in every 

group (see Table 15). Hence, we normalized the effect of obfuscating different numbers of ratings 

in every group by dividing the computed MAE values by the overall number of ratings in the re-

spective group shown in Figure 30. Hence, the results actually show the contribution of every 

rating substituted in the respective group of ratings to the MAE of the recommendations. 

 

Figure 34 shows the normalized MAE values for obfuscating different groups of ratings. The 

charts refer to Jester (top), MovieLens (middle), and EachMovie (bottom) datasets. The horizon-
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tal axis denotes the groups and the ranges of ratings where the data were substituted, whereas the 

vertical denotes the MAE values. Also in this experiment, for the sake of clarity the chart shows 

the curves related to four obfuscation rates only: 0, 0.3, 0.6 and 0.9. For the other obfuscation 

rates not shown in Figure 34, the behavior of the MAE curve is similar. 
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Fig. 34. MAE of the Recommendations for Obfuscation of Various Groups of  
Ratings in Jester (top), MovieLens (middle) and EachMovie (bottom) datasets 

 

As can be seen from the charts, in all three datasets the effect of obfuscating different data from 

groups of ratings on the accuracy of the recommendations is different. When moderate ratings are 

obfuscated, the change of the MAE is minor, regardless of the obfuscation rate. Conversely, ob-

fuscating extreme ratings (both extremely positive and extremely negative ratings) has a stronger 

impact on the MAE. The charts show that when the extreme ratings are obfuscated, the MAE 
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steadily increases with the obfuscation rate. This supports our hypothesis regarding the greater 

importance of extreme ratings for generation of accurate collaborative filtering recommendations. 

 

This behavior is common for all three dataset. This can be seen in the clearest way in the Jester 

dataset, where the MAE curve is close to an inverted bell-curve. For the MovieLens, the bell-

curve is biased toward extremely positive ratings. This can be explained by the fact that the dis-

tribution of ratings in MovieLens is also biased toward the positive values (as supported by Fig-

ure 30). Hence, very positive ratings in MovieLens are actually not entirely extreme, and the im-

pact of their obfuscation on the MAE is weaker. A similar explanation is valid also for the behav-

ior of extremely negative ratings in EachMovie. The impact of the 0 ratings on the MAE is rela-

tively weak. This abnormal behavior is explained by the skewed distribution of ratings in Each-

Movie (see Figure 30). Unexpectedly, the number of 0 ratings in EachMovie is approximately 2.3 

times higher than the number of 0.2 ratings. Hence, these ratings cannot be considered as really 

extreme ratings. 

 

In summary, the accuracy of collaborative filtering recommendations is hampered when only the 

extreme ratings in the UM are obfuscated. Conversely, the accuracy remains roughly unchanged 

when only the moderate ratings are obfuscated. From a practical point of view, this means that the 

extreme ratings in the UM should be considered as the user's representative data, which is more 

important for generating accurate and personalized collaborative filtering recommendations than 

the moderate ratings. 

8.4      Attitude of Users towards the Data Obfuscation 

The above experiments show that in certain conditions data obfuscation slightly decreases the 

accuracy of the generated collaborative filtering recommendations, while it supposedly improves 

the privacy preservation of the UMs. However, the users' privacy improvement was only intui-

tively described and not measured quantitatively. In addition to measuring the privacy gains, there 

is a need to evaluate the users' attitude towards the proposed obfuscation policies and their will-

ingness to expose their ratings, as the users may not understand how the privacy is being pre-

served, or not feel comfortable with applying the policies and exposing their UMs. Hence, the 

hypothesized privacy improvement may not correlate with the users' perception of privacy. Thus, 
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it is important to examine the correlation between the need for exposing users' personal data, the 

proposed obfuscation policies, and the user's sense of privacy.  

 

Privacy attitudes of users towards various types of items, and not different rating values, were 

studied in [Cranor et al. 1999]. However, we believe that not all rating values within one class of 

item (e.g., movies etc.) bear the same level of importance. This is explained by the fact that users' 

extreme ratings express a clearer preference about an item. Thus, it is important to analyze the 

impact of data obfuscation methods applied on various types and values of ratings on the users' 

sense of privacy. Also, we aim at studying whether applying the data obfuscation policies in-

creases users' willingness to share their ratings during the collaborative filtering process. To ex-

amine these issues, we conducted an exploratory survey of 117 users (researchers and graduate 

students from the user modeling and adaptive hypermedia research communities and from the 

Computer Science Department in the University of Haifa) to evaluate their opinions. In the rest of 

this subsection we present our results.   

 

The survey questions referred to a collaborative filtering system operating numeric ratings given 

on a scale between 1 and 5, where 1 means disliking an item and 5 means liking an item. The 

questions were formulated as statements and the users had to answer them on a discrete scale be-

tween 1 and 7, where 1 means strongly disagreeing and 7 means strongly agreeing with the state-

ments. To analyze the results and neutralize personal dependencies in the answers, we partitioned 

the answers into three categories: answers 1-2 were treated as disagree, answers 3-5 as neu-

tral/undecided, and 6-7 as agree. The results of the survey are presented in Table 17 showing the 

average and the standard deviation of answers for each question, and in Figure 35 visually dem-

onstrating the distributions of the answers (the questions and analysis will be presented after-

wards)18.  
 

Table 17. Average Answers to the Survey Questions 
question Q1 Q2 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q13 Q14 
average 3.212 4.351 4.148 3.191 2.657 2.577 3.404 3.730 4.009 4.764 3.694 
std.dev. 2.051 2.066 2.233 2.220 1.794 1.792 1.930 2.080 2.148 2.032 2.164 

 

 

 

                                                           
18 In this section, we present and analyze 11 out of 14 survey questions, which examine four main issues that we were 

interested in investigating. Other questions included in the survey referred to different issues and will be reported 
elsewhere. 
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Fig. 35. Distribution of Answers to the Survey Questions: left – questions  
1, 2, 4, 5, 13, and 14, right – questions 6, 7, 8, 9 and 10 

 

The first set of questions examines whether different values of ratings within a single type of 

items are considered of different importance by the users. For this purpose, the following two 

questions are asked:  

Q1: "All my ratings are equally sensitive for me, regardless of their value (1, 2, 3, 4, or 5)". 

Q2: "My ratings with extremely positive (equal to 5) and extremely negative (equal to 1) val-

ues are more sensitive for me than the other ratings (2, 3, or 4)". 

These questions aim to check whether ratings with values that are extremely positive or extremely 

negative are conceived as more sensitive by users. We defined sensitive ratings as "ratings the 

users do not want to make public, such as ratings related to the political, sexual, religious, and 

health domains". We hypothesize that users consider extreme rating as more sensitive. 

 

We observed that answering to Q1 (Figure 35-left), 47.79% of users disagree that all the values of 

their ratings are equally sensitive. Furthermore, in Q2, about 42.98% of users strongly agree that 

ratings with extremely positive or extremely negative values are more sensitive than ratings with 

moderate values. Hence, we can conclude that users really consider their extreme ratings as more 

sensitive and future privacy-enhancing algorithms should treat such ratings values differently to 

practically enhance users' personal sense of privacy.  

 

The second set of questions examines to what extent the users are willing to expose their ratings 

for the purpose of improving the accuracy of the generated recommendations. The following two 

questions are asked:  

Q4: "I agree to make my average (equal to 3) ratings public, if this can improve the accuracy 

of the recommendations provided by the system". 
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Q5: "I agree to make my extremely positive (equal to 5) and extremely negative (equal to 1) 

ratings public, if this can improve the accuracy of the recommendations provided by the sys-

tem". 

As clearly stated, Q4 examines the users' willingness to expose their moderate ratings, while Q5 

examines their willingness to expose extreme ratings. We hypothesize that although the users will 

generally agree to expose their ratings for the sake of accurate recommendations, they will dif-

ferentiate between extreme and moderate ratings and will agree to a smaller exposure of their 

extreme ratings. 

 

The results in Figure 35-left show that users are polarized towards exposing their average ratings 

for the purpose of improving the accuracy of the recommendations. In particular, 34.78% of the 

users do not agree to this, and 30.44% of them agree. Hence, this contradicts the first part of our 

hypothesis that the users generally agree to expose their moderate ratings. Conversely, most of the 

users do not agree to expose their extreme ratings: only 22.61% of users agree to expose them, 

while 53.91% do not. Also the average answers shown in Table 17 validate these conclusions: the 

average level of agreement for exposure of moderate ratings is 4.148 and for exposure of extreme 

ratings is 3.191. These results are statistically significant, p=3.61E-09. Intuitively, they imply that 

users consider extreme rating as more sensitive, i.e., as more private information, and agree to a 

smaller exposure of extreme ratings, which validates the second part of our hypothesis. 

 

The third set of questions examines how the users evaluate various obfuscation policies described 

in the previous section. For this, we define the positive, negative, neutral, random and distribu-

tion obfuscation policies and then ask the users five identical questions regarding the above five 

policies:  

Q6: "I believe that the positive is a good policy for preserving my privacy". 

Q7: "I believe that the negative is a good policy for preserving my privacy". 

Q8: "I believe that the neutral is a good policy for preserving my privacy". 

Q9: "I believe that the random is a good policy for preserving my privacy". 

Q10: "I believe that the distribution is a good policy for preserving my privacy". 

Given the distribution of ratings in the datasets, shown in Figure 30, we hypothesize that the posi-

tive and negative obfuscation policies are good privacy-preserving approaches, as they substitute 

real ratings in the UMs with fake values that are different from the real ratings. Conversely, the 
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neutral and distribution policies are bad privacy-preserving approaches, as they substitute real 

ratings with fake values that are similar to the real ratings. Since the distribution of the fake val-

ues in the random policy is uniform, it is hypothesized to be moderate. 

 

The results show that the users' evaluations on the policies are opposite. The average levels of 

agreement for positive and negative obfuscation policies are, respectively, 2.657 and 2.577. Fur-

thermore, most of the users (56.48% for positive and 58.56% for negative) do not agree that these 

policies are good privacy-preserving mechanisms. The evaluations of the other three obfuscation 

policies are slightly better. The average level of agreement for the neutral policy is 3.404, for the 

random policy it is 3.730, and for the distribution policy it is 4.009. Similarly, the percentage of 

users that agree that these policies are good privacy-preserving mechanisms is lower. For the neu-

tral policy it is 36.70%, for the random it is 36.94%, and for the distribution it is 33.64%.  

 

Hence, the distribution obfuscation policy is considered by the users as the best privacy preserv-

ing policy, the second best is the random policy, and the third best is the neutral policy. Finally, 

positive and negative policies are considered by the users as the worst privacy preserving policies 

(their results are almost identical). All these results are statistically significant. 

 

We hypothesize that this evaluation of the policies can be described by the effect of the overall 

evaluation of the policies and not by privacy-related evaluation only. As the positive and negative 

policies substitute the real ratings with highly dissimilar fake values, they hamper the accuracy of 

the recommendations. Hence, their overall evaluation is inferior to the overall evaluation of the 

distribution, random, and neutral policies, and this bias can be seen also at privacy-related 

evaluation. 

 

Finally, the fourth set of questions aims at measuring whether the users' willingness to expose 

their ratings for the purpose of improving the accuracy of the recommendations changed as a re-

sult of applying the data obfuscation. The following two questions are asked: 

Q13: "I agree to make public my average (equal to 3) ratings, where part of them is substi-

tuted, if this can improve the accuracy of the recommendations provided by the system". 
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Q14: "I agree to make public my extremely positive (equal to 5) and extremely negative (equal 

to 1) ratings, where part of them is substituted, if this can improve the accuracy of the recom-

mendations provided by the system". 

Also here we have different questions for different types of ratings. Q13 examines the users' will-

ingness to expose obfuscated moderate ratings, while Q14 examines their willingness to expose 

obfuscated extreme ratings. We hypothesize that in both cases the users will increase their will-

ingness to expose their ratings for the sake of accurate recommendations after applying the data 

obfuscation. 

 

The results clearly validate our hypothesis and show that the users' willingness to expose their 

ratings of both types increased as a result of applying the data obfuscation. The average answer 

regarding the moderate ratings increased from 4.148 in Q4 to 4.764 in Q13 (statistically signifi-

cant, p=6.84E-05). A similar conclusion is true also for the extreme ratings as the average answer 

increased from 3.191 in Q5 to 3.694 in Q14 (statistically significant, p=9.85E-04). Furthermore, 

also the distribution of the answers validates our hypothesis. Prior to applying the data obfusca-

tion, 34.78% of the users agreed to expose their moderate ratings and 22.61% agreed to expose 

their extreme ratings. Conversely, after applying it these numbers increased to 49.09% and 

27.78%, respectively. As already mentioned, users' willingness to expose their ratings improved 

as a result of the data obfuscation.   

8.5     Summary 

This section was motivated by the need to enhance the privacy when mediating collaborative fil-

tering UMs in pure decentralized P2P setting. The experimental part focused on improving pri-

vacy preservation through UMs data obfuscation and its effect on the accuracy of the generated 

recommendations. Initial experimental evaluation presented in [Berkovsky et al. 2005a] showed 

that relatively large parts of the UMs can be obfuscated, without hampering the accuracy of the 

recommendations.  

 

However, a deeper analysis of the results yielded an interesting behavior. When the experiments 

were conducted on the original datasets, the accuracy of the recommendations was barely af-

fected. However, when only the extreme ratings were considered, the accuracy of the generated 
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recommendations decreased as a result of the UM obfuscations. Another experiment showed that 

obfuscation of extreme ratings had a stronger effect on the accuracy of the recommendations than 

obfuscation of moderate ratings. This allowed us to conclude that the extreme ratings are impor-

tant for the accuracy of collaborative filtering recommendations, as they allow the real prefer-

ences of the users to be identified. Furthermore, this conclusion was validated by the opinions of 

the users, as shown by the results of the user survey. The survey demonstrated that users' willing-

ness to expose extreme ratings is less than their willingness to expose moderate ratings.  

 

These results introduce an interesting trade-off. On the one hand, the experiments showed that the 

extreme ratings are important for generation of accurate collaborative filtering recommendations. 

Hence, these ratings should be exposed by users to support the recommendation requests of other 

users, while the moderate ratings are less important. On the other hand, the survey showed the 

users consider their extreme ratings as more sensitive and prefer not to expose them. In combina-

tion, these two conclusions indicate that there is no simple way to optimize both the accuracy of 

the recommendations and the users' sense of privacy.  
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Chapter 9: Conclusions and Future Research 

9.1   Summary and Conclusions 

This research was motivated by the challenges posed by the information overload problem, i.e., 

the overabundance of information available nowadays on the Web, which has created a need to 

provide Web users with personalized recommendations regarding products and information items 

that may interest them. The provision of personalized recommendations requires the availability 

of accurate User Models (UMs) that encode the needs, preferences, and interests of the users. This 

work presented and evaluated a general framework for mediation of UMs and user modeling data. 

The fundamental problem we addressed was the sparseness of user modeling data, i.e., the fact 

that the data may reside in several repositories and can be modeled using many heterogeneous 

representation techniques. We resolved this problem and showed that these multiple sources of 

user modeling data can be integrated, and this can improve the accuracy of the UMs, and ulti-

mately also the quality of the recommendations provided to the users.  

 

Initially, this work presented the user modeling data representation and warehousing in various 

recommendation techniques and suggested the definition of 'experience' as a fundamental unit of 

user modeling data. The proposed definition of experience included the representations of three 

primary dimensions of user modeling data (users, items, and contextual conditions of the experi-

ence), which has lead to the definition of a general user modeling data mediation approach. The 

mediation framework was then introduced and four particular types of mediation were derived 

and discussed: cross-user mediation, cross-item mediation, cross-context mediation, and cross-

representation mediation.  

 

To validate the proposed UM mediation framework, we presented the results of the empiric 

evaluations of two mediation approaches. The first evaluation referred to cross-technique media-

tion, as a specific variant of cross-representation mediation. The second evaluation referred to 

cross-domain mediation as a generalized form of cross-item mediation.  
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With respect to cross-representation mediation, we showed the mediation from collaborative fil-

tering to content-based UMs. This mediation facilitated the generation of content-based recom-

mendations for users, whose UMs were imported from a collaborative filtering recommender sys-

tem. This experimental evaluation initially focused on feature selection for determining the data 

that should be taken into account by the prediction mechanism. The imported and converted UMs 

were then exploited for the generation of content-based recommendations, and their accuracy was 

compared to the accuracy of collaborative filtering recommendations, generated using the original 

collaborative filtering UMs. The experiments showed that for sparse collaborative filtering UMs 

(typical for the majority of the users), the accuracy of content-based recommendations was supe-

rior to the accuracy of collaborative filtering recommendations. Also, the experiments demon-

strated the usefulness of feature selection, showing a substantial improvement in the accuracy of 

the generated recommendations.  

 

Cross-domain mediation demonstrated UM mediation between collaborative filtering recom-

mender systems from different application domains. In particular, it implemented and evaluated 

the effect of importing the following four types of user modeling data: (1) complete UMs, (2) lists 

of the nearest-neighbors candidates, (3) degrees of users' similarity, and (4) complete recommen-

dations. The experiments showed that importing user modeling data and then generating collabo-

rative filtering recommendations over the data from multiple systems increased recommendation 

accuracy with respect to collaborative filtering recommendations built over the data from a single 

system. The approach that imported complete UMs served as a baseline for the experimental 

comparisons, as its accuracy is similar to the accuracy of the traditional centralized collaborative 

filtering. The approaches that imported complete recommendations and that imported degrees of 

users' similarity outperformed the accuracy of the baseline approach. The approach that imported 

lists of the nearest-neighbors candidates was inferior to the baseline approach for UMs with few 

ratings and superior to it for UMs with many ratings. 

 

The above techniques and evaluations practically demonstrated two important observations. First, 

they demonstrated that the mediation of user modeling data, i.e., the import and integration of 

data using external domain knowledge, is feasible. Second, they demonstrated that the mediation 

of user modeling data collected by other recommender systems can be beneficial. Both implemen-

tations succeeded in integrating the imported user modeling data. Their evaluations showed that 
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the mediation improves the accuracy (and quality) of the generated recommendations in compari-

son to a setting where the recommendations are based on the user modeling data collected only by 

the target recommender system. This allows us to conclude that the mediation of user modeling 

data between recommender systems is not only feasible, but also improves the performance of 

recommender systems and upgrades the accuracy of the recommendations provided to the users.  

 

In addition to demonstrating the feasibility of the mediation and evaluating its contribution to the 

accuracy of the recommendations, this work highlighted several practical challenges that need to 

be addressed for a successful completion of the mediation process. Two of these challenges were 

studied and analyzed in depth. The first challenge referred to a decentralized storage and man-

agement of heterogeneously described user modeling data (coming from different recommender 

systems) in a distributed environment. The second challenge referred to privacy issues raised by 

the transfer of user data between the recommender systems when the mediation is conducted. 

 
Pure decentralized storage of user modeling data was facilitated by a multi-layered hypercube 

graph built using the UNSO. UNSO facilitated relatively free descriptions of user modeling data 

using a list of feature:value pairs, where neither the features nor their values were restricted by 

any predefined ontology. The hypercube graph of UNSO supported grouping of similar UMs, 

which facilitated the development of an approximated algorithm for efficient retrieval of the most 

similar UMs. Experimental evaluations in five application domains showed that the approximated 

retrieval succeeds in accurately retrieving the similar UMs, while significantly decreasing the 

required computational effort in comparison with the traditional exhaustive retrieval. The ap-

proximated retrieval demonstrated good performance when retrieving a low number of highly 

similar UMs, which is typically required by real-life applications. An elaborate analysis of various 

statistical properties of the data allowed us to draw some conclusions regarding the specific con-

ditions under which the approximated retrieval is beneficial.  

 

Several privacy issues, raised by the transfer of users' personal data between recommender sys-

tems during the mediation process, were studied in the collaborative filtering recommendation 

approach. This part focused on improving the users' privacy through applying obfuscation policies 

to the data stored in the UM of a distributed collaborative filtering recommender system. Experi-

mental results showed that the accuracy of the recommendations decreased linearly with the 

amount of obfuscated user modeling data and approached the accuracy of non-personalized rec-
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ommendations when very large parts of the UMs were obfuscated. A further analysis showed that, 

when extreme ratings were obfuscated, the accuracy of the recommendations decreased faster. 

These results allowed us to conclude that extreme ratings are the most valuable for accurate rec-

ommendations, while average ratings can be obfuscated with only a minor impact on the accuracy 

of the recommendations. This was validated by the opinions of the users, who indicated in a sur-

vey that their willingness to expose the extreme ratings is lower than their willingness to expose 

the average ratings. In combination, these two conclusions indicate that there is no simple way to 

optimize both the accuracy of the recommendations and privacy of the users. 

 

These two works referred to some the practical challenges raised by the user modeling data me-

diation. The proposed solutions and their evaluations practically demonstrated that these chal-

lenges can be overcame, and further support our conclusions regarding the feasibility of the me-

diation. 

9.2   Research Contributions and Future Research  

The main contribution of this work is the design and development of a general mediation frame-

work for integrating user modeling data collected by various recommender systems in a decentral-

ized distributed environment. This framework definition was followed by a practical mediation 

mechanism facilitating interoperability of specific types of recommender systems by means of the 

sharing and exchanging of their user modeling data, and importing and integrating data collected 

by other systems. As such, the mediation enriched the user modeling data available to the target 

recommender systems and facilitated the provision to the users of better and more accurate per-

sonalized recommendations.  

 

This contribution can be viewed and interpreted from two research perspectives. From the per-

spective of user modeling research, the mediation established, modeled, and partially evaluated a 

novel approach to building accurate UMs through importing and integrating user modeling data 

collected by multiple recommender systems. From the perspective of recommender systems re-

search, the mediation provided a basis for a novel hybrid recommendation approach, where the 

recommendation generations are based on multiple sources of user modeling data, rather than on 

only the UMs available to the target recommender system. 
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We believe that this work has laid the cornerstone to a new vein of research on interoperability of 

personalization (and, in particular, recommender) systems through sharing and exchange of user 

modeling data. Although this work presented the general mediation framework and evaluated 

some mediation scenarios as a proof of concept, several intriguing research topics were left be-

yond its scope. In the following list we will briefly motivate and discuss several promising topics 

for future research: 

• Applying machine learning and data mining techniques. Learning mechanisms used in the 

implemented mediation scenarios were relatively simplistic. They used intuitive reasoning 

and inference mechanisms and shallow knowledge bases. For example, cross-representation 

mediation presented earlier in this work used a simplified assumption, which assigned equal 

weights to all the feature categories in content-based user modeling data. However, this as-

sumption may hamper the accuracy of the generated UMs, as not all the features categories 

are of the same importance and weighting may be applied both to the feature categories and to 

the specific features within these categories. In the future, we plan to investigate which ma-

chine learning [Mitchell 1997] and data mining [Witten and Frank 2005] techniques can be 

applied for the purpose of enhancing the mediation. Particularly for the cross-representation 

mediation, we plan to apply and compare various machine learning techniques that will infer 

the weights of the feature categories and of the specific features within these categories. Ap-

plying machine learning and data mining techniques may further improve the accuracy of the 

generated UMs, and as a result, the accuracy of the recommendations provided to the users. 

• Exploiting user modeling ontologies. All the implementations and experimental evaluations 

presented in this work exploited semantic domain knowledge for extracting various properties 

and characteristics of the items. However, they did not exploit any semantically-enhanced rep-

resentations of the other two components of the experiences: users and context. In the future, 

we plan to investigate the possibility of exploiting the available user modeling ontologies 

[Razmerita et al. 2003; Middleton et al. 2004; Heckmann et al. 2005] in the mediation proc-

ess19. These ontologies can be used for (1) bottom-up inference from the available user model-

ing data to the values of the ontology slots, and (2) the following reverse top-down inference 

from these inferred values of the ontology slots to the user modeling data required by the tar-

                                                           
19

 In principle, also the available context ontologies [Dey and Abowd 1999; Strang et al. 2003; Wang et al. 2004] can 
be exploited in the mediation. In our future plans, we focus at this stage only on the user modeling ontologies. 
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get recommender system. The use of ontologies may improve the accuracy of the mediation 

process and of the generated recommendations. 

• Evaluating the mediation in real-life applications. Although this work demonstrated prac-

tical implementations and evaluations of the mediation of user modeling data, they were all 

conducted on offline data and did not involve studies with real users. Our ongoing efforts fo-

cus on practical implementations and evaluations of the mediation in real-life personalization 

applications. For example, we are working towards implementing and evaluating the media-

tion from Trip@dvice trip planning system [Ricci et al. 2006b] to PIL museum visitor's guide 

[Kuflik et al. 2007].  In Trip@dvice, the UMs contain items selected and examined by the us-

ers while planning their trips (e.g., attractions, restaurants, and hotels), whereas in PIL they 

contain weighted vectors of terms reflecting the content of the preferred presentations on the 

museum exhibits. The mediation is performed through extracting the terms from the descrip-

tions of Trip@dvice items and projecting them onto the terms representing the museum pres-

entations in PIL. In the future, we plan to study more domains and applications, where the 

evaluation can be implemented and evaluated. Implementing mediation between real-life ap-

plications may raise new research challenges. Also, this may allow us to conduct extensive 

user studies, which will demonstrate users' attitude towards and appreciation of the mediation. 

• Evaluating the cross-context mediation. None of the implementations and evaluations pre-

sented in this work referred to cross-context mediation of user modeling data. This is moti-

vated by the fact that no context-aware datasets, including the contextual conditions of the 

experiences, are currently available. In the future, we plan to collect extensive context-aware 

datasets and evaluate cross-context mediation. In particular we are working towards achieving 

this within two running projects: SharedLife [Wahlster et al. 2006] and Passepartout  [Aroyo 

et al. 2007]. SharedLife deals with a multi-user shopping scenario, where the users are com-

plemented by other everyday activities, such as listening to music, cooking, and so forth. 

Hence, a user's feedback to a certain activity observed in certain contextual conditions can be 

used for the purpose of providing personalized recommendations for another activity in other 

contextual conditions. The Passepartout project deals with search, browsing and viewing ac-

tivities of users with a personalized digital TV guide. The available user modeling data are 

collected at daily, weekly, monthly and yearly time intervals. which the mediation should be 

applied. Another practical challenge, where cross-context mediation can be applied, refers to 

provision of recommendations to individual users Hence, the provision of accurate recom-
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mendations implies identification of the right granularity of the data on, or to the same users 

accompanied by a group of other users. Cross-context mediation may facilitate the provision 

of accurate context-aware recommendations and the wider acceptance of recommender sys-

tems. 

• Distributing storage of user models. The prototype of the component for distributed P2P 

storage of user modeling data, which was presented in this work, was actually implemented in 

a centralized manner. As a result, we were not able to measure reliably the speed-up achieved 

by the distribution of user modeling data and the computational effort required for extracting 

the set of the most similar UMs. In the future, we plan to implement a real distributed P2P 

component for the distributed storage of user modeling data and to evaluate its performance 

with respect to various P2P data management metrics [Androutsellis-Theotokis and Spinellis 

2004]. Moreover, the reported experiments were conducted on relatively small corpora of E-

Commerce ads, and not on a real user modeling data. To provide solid experimental evidence, 

we plan to collect heterogeneous user modeling data (e.g., data originating from different re-

commender systems) and to conduct an extensive experimental evaluation of a distributed 

P2P storage of user modeling data. 

• Investigating privacy vs. accuracy trade-off. This work presented in the section focusing on 

the privacy of the mediation introduced an interesting trade-off between the accuracy of the 

recommendations and privacy of users' data. On the one hand, the results of experimental 

evaluation showed that users' extreme ratings are important for the generation of accurate col-

laborative filtering recommendations, and, therefore, these ratings should be exposed by the 

users. On the other hand, the results of the survey showed that most of the users consider their 

extreme ratings as sensitive and prefer not to expose them. In combination, these two results 

indicate that there is no straightforward way to optimize both the accuracy of the generated 

recommendations and the privacy of the users' data [Smyth 2007]. In the future, we plan to 

investigate this challenge extensively and to develop specific obfuscation policies (i.e., which 

ratings should be obfuscated, to what extent, ratings of which users, and so forth), which will 

improve user privacy, while still allow the system to generate reasonably accurate recommen-

dations. This will allow us to develop personalized privacy techniques, which will be adapted 

to the privacy concerns of individual users. 
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